
User Study Design for Identifying the Semantics
of Bioethical Principles

Manel Rodriguez-Soto1[0000−0003−1339−2018], Nardine
Osman1[0000−0002−2766−3475], Carles Sierra1[0000−0003−0839−6233], Nieves

Montes2[0000−0001−6981−7893], Jordi Martinez Roldan3, Rocio Cintas Garcia4,
Cristina Farriols Danes4, Montserrat Garcia Retortillo4, and Silvia Minguez

Maso4

1 Artificial Intelligence Research Institute (IIIA-CSIC), Barcelona, Spain
{manel.rodriguez,nardine,sierra}@iiia.csic.es

2 Mentice, Barcelona, Spain
3 Hospital Sant Joan de Déu, Barcelona, Spain

4 Hospital del Mar Research Institute (IMIM), Barcelona, Spain

Abstract. The topic of value alignment in AI has been gaining signifi-
cant attention. The ultimate objective is how AI systems can align with
human values. One of the main challenges, however, is identifying the
relevant values. Some emerging works are focusing on learning relevant
values through analysing our statements on social media. In most of
these cases, learned values are simply specified through a label such as
equality, fairness, or justice. However, the semantics of these values is
not studied further. Addressing this gap, we propose a user study that
provides us with a systematic approach for learning value semantics. The
study is in the context of healthcare and the values of interest are the
four fundamental bioethical principles: beneficence, non-maleficence, au-
tonomy, and justice. We conduct a user study to collect the views of
medical professionals on the value alignment of synthetic patient cases.
We then search the space of candidate functions to find the one that best
fits the participants answers, and hence, best describes their view of the
value in question.

Keywords: First keyword · Second keyword · Another keyword.

1 Introduction

The topic of value alignment is gaining a lot of traction lately [6, 11, 8]. New
research lines are emerging that address issues such as how individual values
can be aggregated to the level of groups [12]; how arguments that explicitly
reference values can be made [3]; how decision making can be value-driven [21,
7, 9]; and how norms are selected to maximise value alignment [19, 14, 20]. One
of the important challenges, however, is identifying the relevant values that AI
needs to align with. There is a growing field on how AI learns human values, with
many focusing on analysing our statements on social media [13, 4]. In almost all
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these cases, learned values are simply specified through a label such as equality,
fairness, or justice. However, the semantics of these values is not studied further.
Recently, we have proposed a formal model for value representation that aims at
tackling the issue of value semantics [15]. Values, in this proposal, are no longer
treated as labels representing abstract concepts, but as complex taxonomies that
take into consideration the relations between value concepts, the importance of
value concepts, and the semantics of value concepts. Semantics are provided
by linking abstract concepts with formal properties whose satisfaction can be
measured. Value semantics essentially define what it means for a given behaviour,
whether a single action or an entire interaction, to be aligned with a given value.

However, the issue of learning value semantics arises. Relying on humans to
provide these semantics is not always reliable. This paper explains our experi-
ence in trying to define the four basic bioethical principle —beneficiency, non-
malificiency, autonomy, and justice— and our current user study that is being
unrolled to achieve a more systematic approach for extracting these semantics.

Our initial approach was fruitful, but time consuming and not very efficient
in eliciting the views of a large number of medical professionals. In our initial
approach, our attempt to formalise the semantics of these four bioethical prin-
ciples was realised through engaging in intensive and lengthy discussions with
three medical doctors from Hospital del Mar, Barcelona (the last three authors
of this paper). Our interactions, which spanned a period of several months in
2023–2024, allowed us to come up with clear equations for two of the four bioeth-
ical principles: beneficency and non-maleficency. However, this labour intensive
work allowed us to provide a formal specification that reflects the views of three
medical doctors only.

Our current, more systematic, approach is to use replicable questionnaires
that can be easily conducted in hospitals at a large scale, allowing us to extract
the semantics of these four bioethical principles by taking the point of view of a
larger number of medical professionals, both doctors and nurses. By achieving an
easily replicable study, this opens the door to comparing the semantics of these
bioethical principle for different hospitals, different countries, or even different
cultures.

The rest of this paper is divided as follows. Section 2 introduces the four
bioethical principles according to the literature of biomedical ethics. Section 3
presents our initial work in defining the semantics of these principles. Section 4
presents our ongoing user study for extracting the semantics of these principles
at a large scale, followed by some concluding remarks in Section 5.

2 The Four Bioethical Principles

This paper considers that there are four main bioethical principles, following
Beauchamp and Childress’ principialism [1]. As agreed upon by the biomedical
community, at least these four principles provide the best framework for ethical
analysis in biomedical scenarios [22]. These four principles are:
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1. Autonomy: to give value to the considerations and options of autonomous
patients, and refrain from putting obstacles to their actions, unless they are
clearly harmful to others.

2. Beneficence: to ensure that the benefit of the patient is always maximised.
3. Non-maleficence: to ensure that no harm is being inflicted on the patient

or at least that it is being minimized.
4. Justice: to proceed with equity in the distribution of burdens and benefits

and treat everyone fairly, equally, and without discrimination.

These principles are sometimes referred to as medical ethical values in the
literature [16, 17], and as such, we use the words principles and values inter-
changeably in this paper.

Following Ross’s ethical theory, all four values are prima facie [18]. That
is, there is no explicit ordering between them, and ideally a clinicial should
always try to behave as value-aligned as possible with respect to all four values.
However, Ross (and later Beauchamp and Childress) acknowledged that always
completely aligning with multiple conflicting values would be impossible. Thus,
as prima facie values, one should always weigh the possible benefits and costs
of each medical value according to each value and then decide which is the most
appropriate one.

As an example, consider a patient that is suffering from a serious illness and
requires an immediate surgery. Following the value of beneficence, the clinician
should seek to maximise the benefit of the patient, which means to perform
surgery on the patient. However, following the value of non-maleficence the clin-
ician should never produce harm on the patient, or at least minimise the risk
of harm. But any surgery has an inevitable degree of risk, and always causes a
short-term harm to the patient. Under this dilemma, principialism recommends
evaluating the advantages and disadvantages of either performing the surgery or
not, in terms of the values in conflict. If the degree of risk of the surgery is low
enough while the benefits are almost guaranteed, a clinician then should select
to prioritise beneficence over non-maleficence in this specific case.

Next Section 3 present our first attempt at formalising these four biomedical
values so that they are computationally treatable.

3 Initial Approach

Our first step towards formalising the four biomedical values was to categorise
them following the proposed outline by Veatch in [22]. Veatch states that biomed-
ical ethics’ four main values can be divided into two categories: consequence-based
values and duty-based values. Recall that value semantics essentially specify what
it means for a given behaviour to be aligned with a given value. However, to be-
have in alignment with a given value has a separate definition for each category,
as we show next.

– Consequence-based values: An action is aligned with a consequence-
based value if its consequences are aligned with that value. In a biomedical
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context, the degree of alignment with such values is measured by the amount
of utility a given action provides to the patient. This category includes the
values of beneficence (measuring positive utility, good) and non-maleficence
(measuring negative utility, harm).

– Duty-based values: An action is aligned with a duty-based value if and
only if it is morally acceptable according to that value, regardless of its conse-
quences. In a biomedical context, actions such as “misinforming the patient"
or “disrespecting patient’s directives" would not be morally acceptable under
any circumstance with respect to the duty-based value of autonomy. This
category also includes the value of justice.

As such, the approach for formalising each of the above value categories is
different, as we present next.

3.1 Formalising Consequence-Based Values

We can formalise alignment with a consequence-based value by considering a pa-
tient’s medical state, described by a set of criteria C, before performing a medical
action and comparing it with their medical state after the action is performed,
described by the change in criteria C ′. Formally, let V be a consequence-based
value, then:

align(a, ⟨C,C ′⟩, V ) = fV (C,C
′) (1)

where a is the medical action taken, and fV is a function comparing the patient’s
medical state before and after the action a.

There are two implications from this equation. The first one is that the action
taken is irrelevant to the formula since we only care about the consequences.
Moreover, this function is taking into account that the outcome of an action is
non-deterministic in a medical context, and for that reason we must focus on its
consequences.

The second implication is that we can obtain a formal definition of fV (and
thus, of the value it evaluates) by explicitly listing which patient criteria are
considered relevant for that specific value and how its change in criteria is evalu-
ated. Assume that we have already agreed on the subset of criteria CV relevant
for a given value V . Then, a possible formula for fV could be:

fV (CV , C
′
V ) = GV (

|CV |∑
i=1

giV (ci, c
′
i)) (2)

where ci ∈ CV and c′i ∈ C ′
V are different criteria describing the state of the

patient before and after the action. Different definitions of the functions giv and
GV could be explored. For example, we can have giv(x, y) = x−y and GV (x) = x,
which essentially states that we simply account for the accumulated change
for each relevant criterion. If the change in a criterion’s evolution was positive
(numbers went down after the action was performed), then that would result in
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a positive alignment, and hence, the change in that criterion’s evolution would
be contributing to promoting the value V , and vice versa. As such, we see that
the range of each criterion needs to be designed and normalised accordingly.

Equation 2 provides us with the formal representation of the consequence-
based values, beneficence and non-maleficence. What is then necessary to identify
is the set of relevant criteria CV for each of those values, and the exact definitions
of giv and GV .

Our interactions with the three medical doctors from Hospital del Mar al-
lowed us to identify the potentially relevant patient criteria for the values benef-
icence and non-maleficence. These are presented in Table 1.

Defining functions gV and GV for each value was a more complicated task,
and required continued intensive discussions, which was very time consuming
and inefficient, especially that the resulting functions would reflect the point of
view of the few medical doctors one is working with. For this reason, a more
systematic approach has been designed through user studies, which we present
in the next section. The user study allows us to define the functions gV and GV

in an efficient approach that takes into consideration the point of view of a large
set of medical professionals, both doctors and nurses.

3.2 Formalising Duty-Based Values

Formalising the alignment of behaviour with a duty-based value is a much more
complex task, it requires an understanding of the moral norms that define what
is morally acceptable behaviour for that value. The alignment is then dependant
on the action and the moral norms that define a duty-based value. Formally, let
V be a duty-based value and NV be the set of moral norms defining that value
V, then:

align(a,NV,V) = fV(a,NV) (3)

To compute this alignment, we say it must be based on the degree of satisfying
those identified moral norms. So we have:

fV(a,NV) =
⊕

n∈NV

(sat(a, n)) (4)

where sat(n) describes the degree of satisfaction of action a with moral norm n,
and

⊕
describes some aggregation function that aggregates the different degrees

of satisfaction for all moral norms of V.
As such, it becomes critical to understand and formalise these moral norms

that define a given value, along with defining the
⊕

and sat functions.
Our interactions with the medical doctors from Hospital del Mar allowed

us to identify the moral norms associated with the value autonomy, which we
present below:

norm 1 The patient must be informed of the implications of both receiving and
not receiving a given treatment, unless they choose to remain unin-
formed.
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norm 2 The patient’s wishes concerning treatments must be respected.
norm 3 The patient must not be coerced or persuaded to accept or reject a

treatment.

Our findings are relatively consistent with the literature on that topic [5]. In [5],
two norms are represented by our first norm (norm 1): one declares the patient’s
right to be informed of the consequences of treatments, and the second declares
the patient’s right to choose not to be informed of treatments’ consequences (or
the right to remain uninformed). Three norms are represented by our second
norm (norm 2): the first declares the right not to be subjected to any treatment
without the consent of the patient, the second declares the patient’s right to
withdraw their consent at any time, and the third states that when the patient
is not in a position to express their wishes then their latest wishes (advanced
directives) must be respected. We believe our second norm summarises all three
situations. Our third norm (norm 3) adds the requirement that a patient must
not be coerced or persuaded to accept or reject a treatment, which also appears
in the discourse of existing literature.

With the given moral norms identified, the next step is to define the
⊕

and sat functions. Concerning the sat function, we assume the results of the
sat function to be known and provided by the patient’s medical team. This is
because the sat function, or the degree of satisfaction of a given action with given
moral norm, depends on complex issues, such as understanding the informed
consent forms (norm 1), understanding the wishes of the patient with respect
to different treatments (norm 2), and identifying whether the patient has been
coerced or not in accepting/rejecting a treatment (norm 3). All of this is not
straightforward and requires the analysis of natural text in documents (such as
the informed consent forms) and live interactions (such as the discussions that
a doctor has with a patient and/or his family members). For this reason, in this
paper we assume the degree of satisfaction (sat) of these norms to be provided.
We rely on the medical professionals’ capability of identifying and declaring the
satisfaction of these norms. Table 2 presents the variables n1–n3, corresponding
to the satisfaction of norms 1–3. For the time being, the range of satisfaction
of a moral norm is either 1, to represent that the norm was respected, or 0, to
represent that the norm was not respected. Future work can introduce degrees
of satisfaction, as needed.

As for
⊕

, one suggested implementation is
⊕

=
∑

n∈NV
wn ·sat(a, n), where

the aggregation is a linear equation that assumes a linear relationship between
the degree of satisfaction of the various moral norms, each with a predefined
weight wn.

Once again, trying to elicit the exact definition of
⊕

that captures the se-
mantics of autonomy through focus groups is a complicated and time consuming
task. We have provided here one possible proposal for

⊕
. We hope that the user

study we are designing will allow us to capture a more comprehensive definition
of

⊕
that captures the point of view of a large set of medical professionals from

Hospital del Mar.
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The value justice is much more complex and requires further work. The liter-
ature provides open ended discussions and definitions on the topic [5]. For exam-
ple, it may be understood as ensuring fair treatment and access to resources for
all, regardless of their social or economic status. In general, it is about avoiding
unjust discrimination based on factors such as race, ethnicity, gender, religion,
socioeconomic status, disability, or age. But it may also touch upon topics like
holding individuals and institutions responsible for their actions and decisions.
What is clear is that justice is the only value that is not solely concerned with
the patient in question, but third parties as well. At this stage, no clear moral
norms have been identified for the value justice. Through the setup of our user
study (the corpus building stage of Section 4.2), we will aim at identifying and
eliciting moral norms that are relevant for justice. If we do succeed, then a follow
up user study can be designed to investigate the functions

⊕
and sat defining

justice for the identified set of moral norms.

4 Proposed User Study

This section proposes a user study for identifying the semantics of the four
biomedical values, helping us provide a concrete computational definition of these
values that captures the point of view of a large group of medical professionals.
In other words, we essentially aim to identify Equations 1 and 3 that provide a
best representation of the point of view of the medical professionals involved in
our study. First, Section 4.1 discusses the issue of identifying relevant variables.
This step is crucial as these are the variables upon which the equations giving
values their semantics will be built upon. Then, Section 4.2 illustrates the various
stages of our proposed user study and how its results will be used to craft the
equations defining the four bioethical values, building on the identified variables.

4.1 Variable Identification

One main requirement for formally defining the formal expression that gives
any value its semantics is recognising the potential variables that this expres-
sion is built upon. As an example, for formally defining income inequality,
the Gini index [10] depends on two variables: the income or wealth values
of individuals/households, and the population size (total number of individ-
uals/households). As such, to formally define our four biomedical values, the
first step is to identify the relevant variables that define each value. Our ini-
tial approach (Section 3) has paved the ground for identifying these variables.
Interactions with the stakeholders are necessary at this stage.

Given the definitions of beneficence and non-maleficence —ensuring patient
benefit is maximised and ensuring no harm is inflicted on the patient [1]—, it
becomes clear that the relevant variables for those two bioethical values should
be those describing the patient’s state, as benefit and harm can be assessed
by evaluating the change in the patient’s state. However, we cannot depend on
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Variable Name Variable Description Variable Range
c1 Age: Specifies the patient’s age, specified in in-

tervals representing decades.
{0–19, 20–29, . . . ,90–99, +99}

c2 Complex Chronic Disease (CCD): Measures
if the patient has one or more chronic diseases,
with at least one being permanent, leaving lin-
gering disability, being non-reversible, or co-
existing with a psychological illness.

{Yes, No}

c3 Short-term survival (MACA): Measures if
the patient has an advanced chronic disease with
an expected survival rate of less than 12–18
months that requires palliative care.

{Yes, No}

c4 Expected survival: Provides an estimation, in
months, of the expected survival of the patient.

{< 12 months, > 12 months}

c5 Frailty Index (Frail-VIG): Assesses the de-
gree of frailty of the patient.

{Low, Moderate, High}

c6 Clinical Risk Group (CRG): Provides a cat-
egorical classification that uses administrative
data to identify patients with chronic health
conditions.

{0, 1, 2, 3, 4}

c7 Social Support: Specifies if the patient has so-
cial support (from family or friends) to offer sup-
port functions (emotional, instrumental, ...)

{Yes, No}

c8 Functional independence (Barthel Index):
Measures the capacity of the patient with re-
spect to executing activities of daily living
(ADL), such as feeding, bathing, ambulation,
bladder and bowel control, ...

{0–20%, 21–60%, 61–90%, 91–
99%, 100%}

c8 Instrumental activities independence
(Lawton Index): Measures an individual’s
ability to perform various complex activities
that are necessary for independent living,
such as using the telephone, shopping, food
preparation, housekeeping, laundry, mode of
transportation, responsibility for own medica-
tions, managing finances, ...

{0, . . . , 8}

c9 Patient’s advanced directives: Specifies, for
patients with a decision-making capacity, if
there is a signed document or oral communica-
tion describing the patient’s desires regarding
treatment decisions. This includes when the pa-
tients identify whom they want to make deci-
sions on their behalf when they cannot do so
themselves.

{Yes, No}

c10 Cognitive deterioration: Specifies if the pa-
tient suffers cognitive impairment, such as con-
fusion, memory loss, difficulty understanding or
speaking, problems with concentration, ...

{No deterioration, Low-
Moderate, Severe }

c11 Emotional state: Specifies whether the patient
suffers emotional distress.

{Yes, No}

c12 Discomfort level: Measures level of pain and
physical distress.

{Low, Medium, High}

Table 1. The identified generic (patient) variables related to beneficence and non-
maleficence

variables that are too specific for a given context, such as a given diagnosis or a
given field in medicine. For this reason, we set out, in collaboration with the three
medical doctors from Hospital del Mar, to identify generic patient variables that
can be applied to patients regardless of context, and yet are informative enough
to allow medical professionals perform a practical and effective analysis of the
patient’s state and its evolution. These generic patient variables are listed in
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Variable Name Variable Description Variable Range
n1 The patient’s (or their authorised rep-

resentative’s) level of understanding of
the instructions provided by the medi-
cal professionals.

{0,1}

n2 The patient (or their authorised repre-
sentative) being informed about each
possible treatment and the conse-
quences of receiving or not that treat-
ment.

{0,1}

n3 The patient’s (or their authorised
representative’s) independent de-
cision (that s/he has not been
coerced/pressured by a third party to
accept or reject a given treatment).

{0,1}

Table 2. The identified generic variables related to autonomy

Table 1. These variables play a vital role in the definition of consequence-based
values, as Equation 1 shows. The new equations that we intend to identify that
capture the point of view of a large group of medical professionals will also build
upon these criteria, hence the need for interacting with stakeholders ahead of the
user study to identify such criteria. We also hope that qualitative feedback from
the user study can confirm whether our identified criteria are comprehensive or
lacking in some respects.

Regarding the other two duty-based values (autonomy and justice), and as
we noted in Section 3, these depend on moral norms. As such, it is necessary to
identify and formalise the moral norms that define them.

Given the definition of autonomy, based on some literature on the topic [1, 2,
5] and our discussions with the medical doctors from Hospital del Mar, we were
able to recognise the moral norms that define autonomy and the three variables
that describe the degree of satisfaction of those norms are presented in Table 2.
The equation defining the value of autonomy should be built on these three
variables. But we also look forward to qualitative feedback to confirm whether
our selected moral norms are comprehensive or lacking in some respects.

Given the definition of justice, we note that justice is even more complicated
than autonomy, as alignment with justice cannot be computed at the level of
the individual. For example, to assess whether a given action towards a patient
is aligned with the value of justice, one of the requirements is to compare it with
the actions that similar patients have received. Hence, due to the broadness of
the definition of justice, we were not able to identify variables of justice to be
included in our user study, but we hope the user study would shed light on the
moral norms that define justice.
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4.2 Function Identification

The next step, after identifying the potential relevant variables through interact-
ing with the stakeholders, is to identify the functions that define the bioethical
values through these variables: function fv of Equations 1 and 3.

Instead of directly asking stakeholders for their views on these bioethical
values and how can we define such functions, as in Section 3, we design a user
study that would elicit these views through simple questionnaires. This allows us
to easily replicate this user study in different departments, hospitals, and so on,
to get the different perspectives on the semantics of these bioethical values. In
essence, the questionnaires present medical professionals with different patient
cases and asks whether the medical professional believes each of the bioethical
values was promoted, demoted or not affected for each of those patient cases.
The idea is that it is easier for medical professionals to give their opinion on
the promotion/demotion of a value when presented with a concrete case. And
with these responses, we can then search for the function that best represents
the medical professionals’ answers; that is, find the function that best describes
their perspectives.

The steps for conducting this user study are as follows:

1. Build a diverse corpus of patient cases, to be used in the user study.
2. Select the participants (medical professionals) for conducting the user

study.
3. Conduct the user study by asking the selected medical professionals to

assess whether each of the bioethical pricinples was promoted, demoted, or
not affected for each of the patients cases they are presented with.

4. Identify the functions that describe the semantics of the various bioethical
values. This is achieved by finding the functions that best fits the responses
of medical professionals.

The remainder of this section is structured with each subsequent subsection
covering the different steps of our user study.

Building the Corpus Obtaining real data is usually a challenge in the medical
field, especially when the identified relevant variables refer to information that
is usually not digitised in many hospitals. As such, for our user study, we chose
to build a corpus of synthetic data.

The objective is to compile a diverse and large number of patient cases,
where the patient is defined by his/her relevant variables (in our case, generic
patient variables and autonomy-related variables), along with the patient’s di-
agnosis. The patient’s diagnosis is concise and described in a few words only,
and it is added simply to provide the context for medical professionals to help
them with the assessment of patients in the first phase of the user study, when
predicting the evolution of a patient’s state (see Section 4.2). The diagnosis is
not relevant (and not presented) in the second phase of the user study, when the
promotion/demotion of values is assessed.
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initial real cases
potentially  

value conflicting  
cases

realistic synthetic cases

Fig. 1. Synthesising patient data

To minimise the number of patient cases that each medical professional has
to assess in the user study (Step 4), we focus on cases that have the potential of
raising a value conflict. In other words, cases that promote one bioethical value
while demoting another. We believe such cases might be the most informative
ones when it comes to learning the semantics of bioethical values from them.

To create realistic synthetic data, we choose to start with 75 actual patient
cases. We are asking five of the medical professionals that we have been collabo-
rating with to assess 15 cases each. They are asked to: 1) identify the cases that
might potentially raise value conflicts, 2) identify which actions are the ones that
might result in value conflicts, and 3) for each of those cases and their corre-
sponding actions, identify the relevant patient criteria that they believe impact
having a value promoted/demoted. In summary, this analysis helps us identify
the cases with potential value conflicts, and the relevant actions and patient
criteria associated with that potential value conflict. Furthermore, allowing for
open-ended responses at this stage allows us to better understand if our list of
criteria is comprehensive or not.

With these cases at hand, we plan to generate a larger number of realistic
synthetic cases (we are aiming at 150 cases) that will eventually be used in the
user study (Step 3). To generate these cases, we essentially take each of the
potentially conflicting cases identified above and vary some of their identified
relevant variables to create new cases. These new cases will allows us, through
the user study, to pinpoint how the relevant variables may impact value promo-
tion/demotion, from which we can then try to identify the functions defining the
semantics of the four bioethical values (Step 4).

Figure 1 provides us with an illustration on how the 150 patient cases used
in the user study are created.

An important issue to note is the need to create cases that span diverse diag-
noses. This could help verify whether value promotion/demotion is only affected
by the identified relevant variables, or whether the diagnosis plays a crucial role.
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Our hypothesis, along with that of the medical doctors we are collaborating with,
is that the diagnoses is not relevant when considering bioethical values: only the
identified relevant variables impact value promotion/demotion. This hypothesis
arises despite the fact that doctors are trained to always look at the diagnosis
whenever assessing a given patient.

Selecting the Participants The choice of medical professionals to participate
in the user study depends on whose perspective are we interested in obtaining.
The semantics of bioethical values can be obtained, for example, for:

– Individual medical professionals, by asking each medical professional to as-
sess a large number of diverse patient examples, which will allow us to ex-
tract the function that best defines their view concerning the four bioethical
values.

– A hospital department, by asking a number of medical professionals of that
department to assess a large number of diverse patient examples.

– A hospital, by having medical professionals from across the various depart-
ments of this hospital assess a large number of diverse patient examples.

Of course, we can proceed with this approach to assess the semantics for
a given country or geographical region. We can also include and compare the
perspective of nurses versus medical doctors.

Our current plans are to include nurses and medical doctors from a range
of departments at Hospital del Mar, Barcelona. We plan to recruit 10 medical
professionals in totals, with each being asked to assess 15 patient cases from the
150 cases generated in Step 2.

Conducting the User Study The user study is conducted in two phases.
In the first one, participants (selected medical professionals) are presented with
a number of patient cases: 15 per professional. Each case consists of patient
criteria (variables of Table 1) and a selected action (identified in the earlier stage
as potentially raising value conflicts). In this phase, each patient case is being
assessed by one professional. The participants are asked to predict the change
in patient criteria (specifically those of Table 1) when considering the selected
action. At this stage, the diagnosis is presented, as the diagnosis is critical for
predicting the evolution of a patient’s state. Figure 2 provides an illustration of
the questionnaire used in this phase. The parts in red highlight what needs to
be filled in by the participants. In this case, how patient criteria evolve. As such,
the results of these questionnaires provide us with an expectation of how some
of the patients’ criteria would evolve for each patient case and selected action.

After the first phase is completed, the second phase starts. In this phase,
each participant is presented with 45 patient cases, where each case includes
the patient criteria (variables of Tables 1 and 2), a selected action (with poten-
tial of introducing value conflicts), and some of the patient criteria (variables of
Table 1) resulting from performing the presented action. The diagnosis is not
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presented in this phase. Here, each patient case is being assessed by three med-
ical professionals. We make sure here that the patient cases presented at this
stage to a given participant are different from those assessed by that participant
in the first phase. This ensures that knowing the diagnosis and thinking about
the evolution of criteria does not influence one’s views with respect to value
alignment. In this phase, participants are asked to assess whether each of the
bioethical values was promoted, demoted, or not affected for each of the patient
cases they are presented with. Figure 3 provides an illustration of the question-
naire used at this stage. Again, the parts in red highlight what needs to be filled
in by the participants. In this case, which values are being promoted/demoted.
The results of these questionnaires essentially contain information on how the
generic variables (both patient and autonomy related variables identified in Ta-
bles 1 and 2) impact value promotion/demotion. The next step will be to find
the formal function for each value that fits the data, that is, the function that
results in value promotion/demotion that fits the data.

Identifying the Semantics of Bioethical Principles This subsection de-
scribes how we plan to identify and formally define the semantics of a given
bioethical principle, or value. The objective is to find the function fv for a given
value v, whether consequence-based or duty-based, that reflects the answers of
the participants for that value v.

The search for function fv can be framed as an optimisation problem over the
space of functions F : Z2 → R that map a tuple of variables X = (x1, ..., xn, rv)
to a real number.

Phase 1. 

Patient Diagnosis: 

Medical Action: 

Patient Criteria: 
     Before             After 

■c1 
■c2 
■c3 
■...                                ...                   ...   

Fig. 2. The user study’s questionnaire, phase 1
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The variables (excluding the last variable rv) represent the identified rele-
vant criteria for a given value (Tables 1 and 2). In other words, if we are looking
for the functions fb and fnm that define beneficence and non-maleficence, re-
spectively, then we will have X = (c1, . . . , cn, c

′
1, . . . , c

′
n, rv); whereas, if we are

looking for a function fa that defines the value autonomy, then we will have
X = (n1, n2, n3, rv). Recall that rv is the participants assessment, for a given
patient case, on whether the value in question is promoted, demoted, or unaf-
fected.

The objective is to find the expression fv(X) that best predicts the observed
answers that participants have taken. To solve the problem, we implement an
Evolutionary Strategy search algorithm. To generate potential candidates for
f(·), we start with a simple grammar of arithmetic expressions:

Arg := x1 | . . . | xn | rv | z
Op := + | − | · | /

Exp := Arg[OpExp]

Phase 2. 

Medical Action: 

Patient Criteria: 

     Before             After 
■c1 
■c2 
■c3 
■...                                 ...                   ...   

Autonomy-Related Variable: 
■a1 
■a2 
■a3 
■... 

Values: 
                                        Not        Don't 

Promoted   Demoted   Affected   Know 
■Beneficence 
■Non-maleficence 
■Autonomy 
■Justice

Fig. 3. The user study’s questionnaire, phase 2
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where {x1, . . . , xn} is the set of variables identified as relevant to the value in
question, rv = {−1, 0, 1} stands for the participant’s opinion on whether the
value v is promoted (rv = 1), demoted (rv = −1), or unaffected (rv = 0), and z ∈
Z is an integer that may be used when constructing possible candidate functions.
For the time being, to keep the search space limited, we stick to a simple language
that only makes use of the basic arithmetic operators: addition (+), subtraction
(−), multiplication (·) and division (/). Future work can incorporate additional
operators, such as the max and min operators.

To evaluate how well does a candidate function f(·) fit the user study data,
we consider two opposite factors. First, we assess what is the affinity of that
function for the experimental data, which we define as Aff (f). One approach
for implementing Aff (f) is through the mean absolute error, which computes
the distance between the predicted value alignment f and the actual alignment
presented in the responses of the user study data. Second, we assess how complex
is that function. We favour simpler, less complex expressions. We define the
complexity of an expression Comp(f) as the number of operations (Op) required
to generate it.

Our proposal then evaluates the suitability of a function by considering its
affinity for the user study data and add a penalising factor for the complexity
of the expression. The best function that describes the value in question is then
obtained through optimisation:

f∗ = argmax
f∈F

(Aff (f)− (λ · Comp(f))) (5)

where λ controls the weight of penalisation and F is the set of functions that
can be generated with the grammar.

The obtained function f∗ that considers the participants’ responses rv for
value v essentially describes the semantics of the value v. This could be com-
puted taking into consideration the responses of one participant only, in which
case the identified function f∗

v would represent the point of view of that partic-
ipant. It could also consider the responses rv of all participants, in which case
the identified function f∗

v would represent the point of view of the collective of
participants. This collective could be a department, a hospital, or even a geo-
graphical region. In our case, we find the function that best describes the point of
view of the 10 medical professionals (doctors and nurses) recruited from various
departments at Hospital del Mar.

5 Conclusion

With the rising interest in the role of human values in AI and the recent trend
of learning these values from our online interactions [13, 4], we notice a striking
lack of research on learning the semantics of these values. This paper aims to
address this gap by proposing an approach that learns value semantics through
user studies eliciting human feedback on value alignment. Our focus is on the
medical field, and our participants are medical professionals who are presented
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with various patient cases. For each case, they assess whether a given action
promotes, demotes, or does not affect the value in question. We conducted a
user study to evaluate the four bioethical values: beneficence, non-maleficence,
autonomy, and justice. Based on the participants’ responses, we then explore
the space of candidate functions to find the one that best fits the user study
answers regarding value alignment. In other words, we identify the function that
best describes, computationally, what it means for an action (behaviour) to be
aligned with each value.

One primary direction for future work is optimising the creation of synthetic
data to improve our user study. Our current approach for building the corpus
has been based on medical professional’s collaboration for curating a number
of cases (75 cases), and then eliciting the professionals’ feedback for detecting
potentially value conflicting cases. To help improve replicability, we are exploring
the creation of synthetic data using ChatGPT. Ongoing work is promising, but
naturally, expertise’s opinion is still needed to help guide the generation of these
cases. Though the involvement of the experts will be less time consuming.

If replicability is achieved, then we plan to apply this user study to a larger
number of medical professionals, across different hospitals and geographical ar-
eas. This would allow us to analyse how value semantics change across depart-
ments, hospitals, or even countries.
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