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The scientific research in the area of computational trust and reputation
mechanisms for virtual societies is a recent discipline oriented to increase the
reliability and performance of electronic communities by introducing in such
communities these well known human social control mechanisms.

Computer science has moved from the paradigm of an isolated machine to
the paradigm of a network of systems and of distributed computing. Likewise,
artificial intelligence is quickly moving from the paradigm of an isolated and
non-situated intelligence to the paradigm of a situated, social and collective
intelligence. This new “social” dimension is the main responsible of the increasing
interest on computational trust and reputation mechanisms applied to electronic
societies.

Computational trust and reputation systems have been recognized as key fac-
tors for successful electronic commerce adoption. These systems are used by in-
telligent software agents both as a mechanism of search for trustworthy exchange
partners and as an incentive in decision-making about whether or not to honour
contracts. Reputation is also used in electronic markets as a trust-enforcing, de-
terrent, and incentive mechanism to avoid cheaters and frauds. Another area of
application in agent technology is teamwork and cooperation.

However, in spite of the obvious utility of using a trust and reputation system,
they are still not a usual element you can find in an agent architecture like
it is the case for example of planners or communication modules. Trust and
reputation systems still belong to the set of “not so important” elements of an
agent architecture. This is something it has to change if we really want artificial
socially intelligent entities.

If we analyze which computational trust and reputation models are used
nowadays, we will notice that only the simplest models are really used (see for
example e-Bay[1]). Till now, the use of complex trust and reputation models
has been somehow questioned and reduced to academic environments. Why an
artificial agent has to use one of these complex models if it is evolving in a
simple community with 10 or 15 agents that have limited interaction capabilities?
In other words, the applications and environments are too simple to justify a
complex trust and reputation model that only has sense in a socially complex
environment.

However this situation is changing very quickly. The increase of the global
connectivity (everything is inter-connected anytime and everywhere) is bringing
us a new concept of environment where virtual entities need to interact among



them and with humans in a complex way. It is clear then, that in a few years we
will start to see the virtual societies we have been theorizing about (and waiting)
for a long time in the agents community. In this kind of environment, it will be
a must for virtual entities to use complex trust and reputation models if they
want to be successful.

Now the question is, are the current trust and reputation models ready to
fulfill the requirements of these new virtual societies? We think the answer is no.
And this negative answer is because of two reasons: the internals of the model
and how the model is being integrated with the rest of the elements of the agent
architecture.

Up to now, almost all the efforts have been directed to build trust and rep-
utation models based on a pure numerical approach. There are plenty of these
models[2, 3] and the mechanisms they use to calculate the trust and reputation
values go from simple aggregation of values[4] to the use of probability theory[5],
fuzzy logic[6] or the use of entropy[7] just to put some examples. At the end,
each model manipulates the input data in a different way trying to obtain the
most accurate trust and reputation values for a given subject. However, if we
want to undertake the problems found in socially complex virtual societies, we
need theoretically more sophisticated trust and reputation systems. The internal
process the trust and reputation system is following to arrive to a final trust and
reputation value is as important as the result itself. By ignoring this, we are
losing a lot of information that is crucial in order to be successful in the complex
world of social relations. We think the solution for that is to use a cognitive
approach supported by a solid cognitive theory behind.

The second problem is the integration of the model with the rest of the
elements that compound the agent architecture. At this moment, current models
are purely reactive black boxes. They receive different inputs (that vary from
model to model: direct experiences, witness information, social information...)
and, when queried, return the current trust and/or reputation value that has
been calculated using the inputs that the model can deal with.

If we really want useful trust and reputation systems, we have to transform
them in a proactive element of the agent. The immediate consequence of this
proactiveness is that the trust and reputation system could participate in the
decision making process by suggesting actions, strategies or complete plans that
could help to improve the reliability of the trust and reputation values. But
perhaps more important, this new approach opens the possibility of something
that till now has been completely ignored, the possibility for the agent to manage
its own credibility and reputation in front of the rest of the community. This
can only be achieved if the trust and reputation system is at the same level
that the other elements that compound the agent architecture and can influence
the decision making process by proposing actions and plans to influence the
perception others have towards it.

Our current work is going in these two directions: improve the internals of
the trust and reputation systems by using a cognitive approach and at the same
time analyze how the trust and reputation system can be integrated in the



agent architecture to provide the functionality required by a socially intelligent
virtual entity. We think these are the two keystones for the next generation of
computational trust and reputation models. Our first step on this direction is
RepAge[8], a computational reputation model based on a cognitive theory of
reputation[9] and a previous trust and reputation model called ReGreT[10].
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