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Abstract. Social media generate large amounts of almost real-time data
which can turn out extremely valuable in an emergency situation, spe-
cially for providing information within the first 72 hours after a disaster
event. Despite there is abundant state-of-the-art machine learning tech-
niques to automatically classify social media images and some work for
geolocating them, the operational problem in the event of a new disaster
remains unsolved. Currently the state-of-the-art approach for dealing
with these first response mapping is first filtering and then submitting
the images to be geolocated to a crowd of volunteers, assigning the im-
ages randomly to the volunteers. In this work we evaluate the potential
of artificial intelligence (AI) to assist emergency responders and disaster
relief organizations in geolocating social media images from a zone re-
cently hit by a disaster by (i) building a simple model of the capabilities
of each of the volunteers of the crowd; and (ii) intelligently assigning
tasks to those volunteers which can perform them better. We present
in this paper some new methods that outperform random allocation of
tasks in a simplified, scalable scenario. Moreover, we show that for a
given set of tasks and volunteers, we are able to process them with a
significantly lower annotation budget, that is, we are able to make less
volunteer solicitations without loosing any quality on the final consen-
sus.

Keywords. social media, disaster response, machine learning, geolocation,
crowdsourcing

1. Introduction

Photo geolocation is a hard task that has not been efficiently solved at the present
time despite many efforts and plenty of different techniques and strategies. Cur-
rently, the state-of-the-art approach for geolocation is first filtering and then sub-
mitting the images to be geolocated to a crowd of volunteers (e.g., [4]), assigning
the images randomly to the volunteers. In this work we aim to build a paradigm
to learn important characteristics about the annotators and use this information
to get a much more efficient consensus.

Our primary motivation for precise outdoor image geolocation is its applica-
tion to the Disaster Management field, where it can have a critical impact because
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a fast response is of paramount importance to help emergency aid. Our results
show that we are able to learn volunteers’ error profiles accurately enough so as
to later use this information to increase the quality on our geolocations.

In the following section we provide a formalization of the main problems we
will be dealing with, namely the crowdsourced geolocation problem and the active
crowdsourced geolocation problem. Later, we define two statistical models, and
several estimators and compare them on their quality when solving problems.
We end up with a brief overview of the related work and some conclusions. To
the best of our knowledge, this is the first time when the crowdsourced image
geolocation problem has been mathematically formalized.

All experiments and analyses shown in this work can be found and reproduced
at https://github.com/IIIA-ML/crowdsourced geolocation.

2. Problem formalization

Definition 1 (Crowdsourced Geolocation Problem (CGP)). In the CGP we are
interested in determining as accurately as possible the locations (in R

d) of t points
given as a set of tasks T = [1..t]. The information at our disposal to locate the
points comes from a set of a annotations (i.e., reported locations) A = [1..a] by
a set of w individuals W = [1..w] which we refer to as workers or annotators.
For each reported location a ∈ A, we know (i) the point ta ∈ T for which the
location is reported, (ii) the worker wa ∈ W that performed the annotation, and
(iii) the value of the position reported ra ∈ R

d. So, the input to the CGP is a
tuple 〈t, w, r〉 where t ∈ T a, w ∈ W a, and r ∈ R

a×d, and its output is a matrix
x ∈ R

t×d containing the estimated positions for the points in T .

In general, the real locations of the points are unknown. We will refer to the
real location of point k ∈ T as pk ∈ R

d. We will use w−1
j = {a ∈ A|wa = j} to

denote the set of annotations performed by worker j and t−1
k = {a ∈ A|ta = k}

for the set of annotations of task k. In the following, we will assume d = 1; that
is, we will assume that the points have to be located in a line.

As in the CGP in the Active Crowdsourced Geolocation Problem (ACGP) we
are interested in determining as accurately as possible the locations of t points.
However, in this case the annotations are not provided to us, but instead we are
entitled to select the annotators for each task.

Definition 2 (Active Crowdsourced Geolocation Problem (ACGP)). We are given
a set of w individuals W = [1..w] which we refer to as workers and a set of t
objects T = [1..t] which we need to geolocate and an annotation budget, which
indicates how many annotations we can make. We are requested to define an
annotation policy that at each point in time and based on the result so far, decides
which is the next task to annotate and to which worker should the annotation be
requested. The resulting annotation is incorporated as an input to the problem.
Furthermore, after obtaining the set of a annotations A = [1..a], the output of
the problem is a matrix x ∈ R

t×d containing the estimated positions for the t

points.

R. Ballester et al. / Mathematical and Computational Models for Crowdsourced Geolocation302

https://github.com/IIIA-ML/crowdsourced_geolocation


3. The Constant Normal Model

The simplest model we will introduce for crowdsourced geolocation assumes that
the reported locations follow a normal distribution centered in the real value of
the point and with a standard deviation which is different for each annotator.

Definition 3 (Constant Normal Model (CNM)). We say that the set of annotations
A follow a CNM with parameter σ = 〈σ1, . . . , σw〉 if for each annotation a ∈ A we
have that ra ∼ N(pta , σwa).

Next, in Sections 3.1-3.3 we propose different estimators for σ, provided the
input of a CGP problem (pseudo-code algorithms for these estimators can be
found in the supplementary material). Then, in Section 3.4, we compare the dif-
ferent estimators proposed and we evaluate how much benefit we can take of the
constant normal model for the CGP in different scenarios.

3.1. Direct estimation

An initial estimation of σ can be obtained by (i) using the common estimator
of the mean of a normal distribution for the position of each point, and then
(ii) estimating sigma of each annotator by using the common estimator for the
standard deviation. Formally, the direct estimation method proposes to estimate

σ as σ̂j =

√∑
i∈w

−1
j

(ri−p̂ti
)2

|w−1
j | (1), where p̂k =

∑
i∈t
−1
k

ri

|t−1
k | (2). Thus, the final

consensus can be computed by a weighted average.

3.2. Iterative estimation

In the former section we have proposed an estimator for σ which in turn relies on
an estimator for pk. There, we used the mean of the locations reported for task k
as the estimator. This is the Maximum Likelihood Estimate (MLE) of the mean
as long as the annotators have equal variances. However, when the annotators
have different variances, the expression for the MLE of the mean is different, as
shown below (proof provided in the supplementary material).

Proposition 1. Provided a set of x1, . . . , xn values such that each xi is a sample

from N(μ, σi), the MLE for μ is μ̂ =
∑n

i=1 σ−2
i xi

∑n
i=1 σ−2

i

(3).

Note that Equation 3 can be understood as computing a weighted average of

the observations. We can define the weight of observation xi as ωi =
σ−2
i∑n

j=1 σ−2
j

(4),

with 0 < ωi < 1 for each i ∈ [1..n] and
∑n

i=1 ωi = 1, and then the MLE estimate
can be expressed as μ̂ =

∑n
i=1 ωixi (5). The iterative estimation method takes it

from where the direct estimation finished, and uses Proposition 1 to improve the
estimate of the means, provided that we have an estimate for σ. Thus, provided

we have an estimate σ̂, it computes the means as p̂k =

∑
i∈t
−1
k

riσ̂
−2
wi

∑
i∈t
−1
k

σ̂−2
wi

(6). The

resulting algorithm is described in Algorithm 1 in the supplementary material.
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A reasonable criterion for convergence is that the norm of the difference be-
tween σ̂ this iteration and the previous one is below a specific threshold. When
analyzing the results of estimation, we will realize that the iterative estimator
estimates σj to be 0 for the best annotator. Thus, its usage leads to erroneous
estimates.

3.3. Conservative estimation

In this section, we try to tackle the problem of iterative estimation, namely that
it overestimates the accuracy of one of the annotators. This objective is accom-
plished in the conservative estimation method by ensuring that the estimates for
σ are conservative. By conservative we imply that, when used to compute the
MLE of the means by Equation 3, the weights we assign to each observation (the
ωi’s defined in Equation 4) are never too large or too small. In this sense, the most
conservative estimate for σ will be the one which assigns equal value to every
annotator. This will result in the weights ωi being

1
n , and the corresponding esti-

mate (Equation 5) will be the average mean. Hence a conservative estimator for σ
will result in variances larger than its true value for the more accurate annotators
and variances smaller than the true value for the less accurate annotators.

The main idea to build a conservative estimator is to use different estima-
tors for the mean for each of the annotators. In this way, instead of comput-
ing a single estimate p̂k for each task k ∈ T , we compute an estimate p̂k,j
for each task k ∈ T , and for each annotator j ∈ W . p̂k,j differs from p̂k
in that it excludes the annotations of annotator j. Hence given σ̂, we com-

pute p̂ using p̂k,j =

∑
i∈t
−1
k
\w−1

j
riσ̂

−2
wi

∑
i∈t
−1
k
\w−1

j
σ̂−2
wi

(7), and given p̂, we compute σ̂ as

σ̂j =

√∑
i∈w

−1
j

(ri−p̂ti,j
)2

|w−1
j | (8). The conservative estimator is described in Algo-

rithm 2 in the supplementary material.
To improve our estimations, we modified our estimator by adding a check

to ensure balanced weights and replacing the weight of the best annotator with
that of the second-best. This upgraded approach will be called conservative-2
estimation and aims to prevent overconfidence scenarios. We will show in section
3.4 that this modification results in better estimations.

3.4. Experimental setting and results

In this section, we explain the experimental setup1 used in our study and compare
different estimators based on results obtained from synthetic data. The experi-
mental parameters, including number of points, number of annotators, number of
annotators a point is given to annotate (the so-called redundancy), sigma distri-
bution, and points distribution are varied to assess their impact on the methods’
performance. Each experiment is repeated 50 times for statistical significance.
Performance of each method is measured using mean location norm error and

1All experiments and analyses shown in this work can be found and reproduced at
https://github.com/IIIA-ML/crowdsourced geolocation
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Figure 1. Location error depending on number of points annotated.

mean sigma norm error, which calculate the difference between predicted and true
locations or sigmas.

Our baseline is the current state of the art practice, which consists in obtain-
ing the locations by just computing the mean of the annotations at each point.
The following results show the evaluation of this practice plus the regarding to
the already explained methods. Furthermore, the active strategy is also shown
(named 10Shot in the plots) which will be explained later on.

The influence of the total number of points on the methods’ precision is shown
in Fig.1. We start with a redundancy value set to 3, and vary the number of
points between 1000, 10000, and 100000. The points are requested at random
from a pool of 50 annotators with variances sampled from a uniform distribution
between 0 and 0.1.

More points do not significantly improve annotation quality, but they do re-
duce error variance. Working with more points leads to better mean and variance
estimations. We then investigate how much less annotation budget is needed for
a given error level when using a more advanced method. Fig. 2 shows the mean
location error as a function of redundancy for different methods and error levels.

We can see that if we for instance set the desired error value to 0.01, the
current practice would require around 20 annotators per image while the direct
method would only need 5 and the conservative-2 or iterative method would only
need 3. Thus, looking at Fig.2 we could state that the best overall method for
the CGP is the conservative-2 estimation, solving it with a significantly lower
annotation budget having fixed the error.

3.5. Active strategy for the ACGP: the K-Shot method

In this section, we tackle the Active Crowdsourced Geolocation Problem (ACGP)
where we are given an annotation budget and we actively decide which annotator
is responsible for annotating each of the points.

We solve the ACGP implementing the K-Shot method, where we divide the
points into K batches. We randomly select annotators to geolocate the first batch
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Figure 2. Mean location error depending on the redundancy value. CGP methods are shown
in dotted lines while the ACGP method, 10shot, is shown in solid lines and using a greediness
value of 1.1 and 1.4.

and estimate their variance profiles using conservative-2 estimator. Then, we
choose annotators with the best profiles for the following batches using the greedi-
ness parameter, properly explained later on in this section. We repeat this process
for all batches until all points are annotated. Algorithm 3 in the supplementary
material summarises this approach.

The greediness parameter helps control how many times certain points are
requested to be annotated by annotators. A higher greediness value means that
the best annotators are more likely to receive requests to annotate points. A
greediness value of δ = 1 distributes requests uniformly, while a value of δ = 2
doubles the probability of the best annotator receiving requests compared to the
worst annotator. In other words, this parameter balances precision and cost.

After several analyses, a greediness value of δ = 1.1 ensures that the best
annotator does not annotate more than twice the points it would have annotated
if the points would have been evenly requested among all workers.

3.6. Comparison between CGP and ACGP

In this section, we aim to show that we can indeed benefit from actively assigning
the points to the workers intelligently based on learning their variance profiles.
We decided to arbitrary set K = 10 and δ = 1.1 for the active method described
in the previous section. As explained before, this greediness value guarantees that
we do not overcharge some annotators.

K-Shot method outperforms other estimators in all experiment setups (Fig.1
and Fig.2), regardless of the number and distribution of points, and even with
a small greediness. Moreover, and as it is expected, the precision of this method
can be increased by raising the greediness parameter.
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4. The Geographic Normal Model

In the previous section, we presented the constant normal model, where each
annotator had a single parameter –namely, their standard deviation σj– and we
assumed that the reported location for any point located by the annotator fol-
lowed a normal distribution centered on the true position of the point with σj

as standard deviation. In this section, we allow the standard deviation of an an-
notator to vary depending on the true position of the point. That is, instead of
a single parameter σj ∈ R, in the Geographic Normal Model (GNM) we assume
that σj : R

d → (0,∞) is a continuous function of location.

Definition 4 (Geographic Normal Model (GNM)). We say that annotations follow
a GNM with standard deviation functions σ = 〈σ1, . . . , σw〉 if for each annotation
a ∈ A, we have that ra ∼ N(pta , σwa(pta)).

4.1. Parametric estimation

In this section, we propose to use a parametric expression to approximate the σj

functions. Our approximation parameterizes each function by means of a number
κ ∈ (0,∞), a set of c reference points x = {x1, . . . , xc}, with xi ∈ R

d, and a set
of weights v = {v1, . . . , vc}, with vi ∈ (0,∞). Provided x, v, and a point p, the

standard deviation at p is approximated as s(p;κ,x,v) =
∑c

i=1 vi exp(−κd(p,xi))∑
c
i=1 exp(−κd(p,xi))

,

where d(p, xi) = ‖p − xi‖, that is, the Euclidean distance between p and xi. We
keep κ and x the same for all workers, but we have a different set of weights vj for
each worker j ∈ W. In the following we note σ̂j(p) = s(p;κ,x,vj) and so we have

that for each a ∈ A, ra ∼ N(p̂ta,wa , σ̂wa(p̂ta)) where p̂k,j =

∑
i∈t
−1
k
\w−1

j
riσ̂wi

(p̂k)
−2

∑
i∈t
−1
k
\w−1

j
σ̂wi

(p̂k)−2 ,

and p̂k =

∑
i∈t
−1
k

ri

|t−1
k | is the usual mean.

Now that the model is defined, our objective is to find the values for
{v1, . . . ,vw} with maximum likelihood on that model. The problem can be effec-
tively solved through quasi-Newton methods such as LBFGS [9] as long as the
number of annotators and the number of reference points is not very large. Using
MCMC simulation to obtain the mean of a set of posterior distribution samples
with the help of the Stan software and by fixing the number of reference points
to 15, we can get a proper estimation, as we will see in the following section.

When using this method to solve the CGP it will be referred as the Spatial
OneShot method, as opposed to the name given to the active strategy.

4.2. Experimental setting and results

New experiments use continuous functions instead of single values to model an-
notators’ profiles. Cubic polynomials are generated with a maximum height of
0.2 and a minimum of 0.001 using Scipy’s CubicSpline library. Moreover, 10000
points, 10 annotators, a redundancy value of 5 and the same error metric are
used. Again, each experiment is repeated 50 times for statistical significance.

Spatial OneShot is the best estimator according to Fig.3 (left), except for
the Spatial K-Shot method. This is expected since the previous methods try to
estimate constant variances.
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Figure 3. (Left) Mean norm error for each of the methods using δ = 1.1 and δ = 2 for the
active methods. (Right) Annotator’s variance profile (in black) and the variance profile learned
by different methods using δ = 2 for the active method.

4.3. Active strategy for the ACGP: the Spatial K-Shot method

The Spatial K-Shot method is similar to the K-Shot method. Still, it differs: it
divides points into two groups, using a small percentage of the points to learn
the variance profiles and iterating through the other points to recompute the
variance functions. Initial annotations are randomly requested, while subsequent
annotations are more likely to come from the best annotators, depending on the
greediness parameter, as mentioned before. The algorithm described can be found
in Algorithm 4 in the supplementary material.

4.3.1. Comparison between CGP and ACGP

In this section, we compare the methods regarding the CGP described previously
and the active method exposed before. To do so, we again divided the K-Shot
method in K = 10 equal batches and we used 10% of the points as the first batch
in the Spatial K-Shot method. Moreover, we used a greediness value of δ = 1.1
and δ = 2 for both active methods. In Fig.3 (left) we can see the performance of
the methods by using the mean error metric. We can see that the Spatial K-Shot
method outperforms the rest only when the greediness parameter is high enough.
Just as in our first model, the higher the greediness, the better the active method
performs. However, a really high greediness value could have a detrimental effect
since the best annotators would be overdemanded.

5. Related work

The difficulty in the automatic geolocation of photos without geotags has led to
the use of crowdsourcing to compensate for the shortcomings of machine learn-
ing methods (e.g., [1, 6, 10, 13]). Geolocation precision is critical in emergencies
to guide first responders. Studies show that leveraging the wisdom of the crowd
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improves data quality, but task assignment is challenging and requires worker
expertise and quality (e.g., [8]). Research on worker-task matching spans a broad
spectrum of approaches, such as modelling worker skills (e.g., [11]), spatial crowd-
sourcing (e.g., [15]), and incorporating a trust model between workers to attain
data quality (e.g., [14]). We contribute to creating computational models of worker
geolocation performance, building on a probabilistic framework for annotation
aggregation [3]. Familiarity with regions of interest, independent of worker loca-
tion, may also benefit geolocation tasks. This paper presents a geolocation-specific
extension to the mentioned probabilistic framework and will be integrated into
the Crowdnalysis software library [2]. Refer to [5, 7, 12] for further perspectives
on crowdsourcing and different assignment approaches.

6. Conclusions and future work

This paper presents two different models, the Constant Normal Model and the
Geographic Normal Model, to tackle the Crowdsourced Geolocation Problem and
the Active Crowdsourced Geolocation Problem, respectively. One key aspect of
this work is the focus on learning annotators’ variance profiles w.r.t. location
of tasks, an innovative approach that surpasses current state-of-the-art meth-
ods. Several dedicated methods have been developed to achieve this, such as the
conservative-2 and K-Shot algorithms, which enhance consensus quality and re-
duce annotation costs. We believe these contributions advance the field of crowd-
sourced geolocation and hold potential for various domains of application, such
as crowdsourced data classification or crowdsourced data evaluation.

There are several future research avenues for further enhancement of the
proposed methods. Firstly, analysing a broader range of scenarios and determining
the optimal method under different conditions would be beneficial. This could
involve fixing variables at different values, exploring various combinations of the
number of points and annotators, and even utilizing different data distributions.
Optimizing specific hyperparameters that were arbitrarily chosen, such as the
number of batches in active methods or the number of reference points in the
parametric estimator, could lead to improved results.

Moreover, both models can be enhanced by increasing the dimensions used.
For instance, expanding from one dimension to two dimensions would enable
an effective representation of latitude and longitude. This enhancement would
facilitate more accurate and context-aware predictions, empowering the models
to better understand and interpret spatially related data.

Additionally, active learning approaches could be used to cease requesting an-
notations for instances that have already achieved a clear enough consensus. This
effective strategy would reduce costs by eliminating the need for further annota-
tions in such cases. Last but not least, it remains a future task to implement and
validate the methods described in a real-world scenario, gathering and requesting
data from actual citizens.
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