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Abstract
The School-Work Alternation (SWA) programme was developed (under a European Commission call) to bridge the gaps and
establish a well-tuned partnership between education and the job market. This work details the development of the AI4Citizen
pilot, anAI software suite designed to support the SWAprogramme. TheAI4Citizen pilot, developedwithin theH2020AI4EU
project, offers AI tools to automate and enhance the current SWA process. At the same time, the AI4Citizen pilot offers novel
tools to support the complex problem of allocating student teams to internship programs, promoting collaborative learning
and teamwork skills acquisition. Notably, the AI4Citizen pilot corresponds to a pipeline of AI tools, integrating existing
and novel technologies. Our exhaustive empirical analysis confirms that the AI4Citizen pilot can alleviate the difficulties of
current processes in the SWA, and therefore it is ready for real-world deployment.

Keywords Decision support · AI & Education · Technology pipelining · Natural language Processing ·
Heuristics & Optimisation

1 Introduction

Citizens daily engage with the public sector in a variety of
domains andwith different needs. Finding the correct contact
and associated procedure, understanding and following the
instructions and procedure in the proper manner and mak-
ing the right decision when several alternatives exist takes
much work. Furthermore, conveniently guiding citizens is
challenging for public servants, who typically lack decision-
support tools to assist them. As a result, the time devoted by
public servants to public services makes them costly. Nev-
ertheless, more is needed because the limited availability
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of public servants to guide citizens hinders the quality of
service.

A similar case stands for public services offered in the
realm of education, which is the target domain of this paper.
In particular, here we focus on Alternanza scuola lavoro or
School-Work Alternation (SWA) programme leveraging the
know-howofFondazioneBrunoKessler (FBK)who is a part-
ner in the organisation of SWA in Trentino. The European
Commission calls for reinforcing the partnership between
educational institutions and the job market [1]. The aim is
to support the development of skills for the employability
of new generations, pointed out as a collective responsibility
within educational and training contexts. Following Euro-
pean recommendations, Italy started a training programme
for students of every high school, for whom it is compulsory
to spend a significant number of hours within workplaces
during the three last years of their high school course1. This
scheme is called the School-Work Alternation programme
and is described by the Italian Law 107 / 2015: it involves
circa 1.5 million pupils ranging from 15 to 19 years old. As
argued in [2], the SWA programme creates transformative
learning spaces by spurring teachers to investigate how to

1 The precise number of hours depends on the schools’ typologies.
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Fig. 1 The School-Work
Alternation programme

approach formal learning to real-world needs and providing
students with experiences that help them develop both their
technical and soft skills (Fig. 1).

Nowadays, implementing the SWA programme requires
much manual intervention from public servants in schools.
On the one hand, students are typically interviewed to guide
them in their choice of internships on offer. Thus, because
of limited resources, providing personalised guidance to stu-
dents is suboptimal and very time-consuming. On the other
hand, schools are challenged with the intricate task of match-
ing internship offers with students’ competencies and skills
so that they can ultimately assign students to internships
while considering students’ preferences. Therefore, more
decision-support tools need to be devised to aid school per-
sonnel in guiding students and producing allocations that
satisfy both students and companies offering internships.

Besides that, the current SWA practice individually allo-
cates each student to some internship. This practice hinders
the full potential of the programme for two reasons. First,
note that team-based, cooperative learning has been shown
to tremendously succeed as a learning method in education
(as evidenced by e.g. [3–5]). Such a finding has recently
spurred research on Artificial Intelligence (AI) algorithms
[5–7] and AI-based systems to compose teams in education
scenarios (e.g. Team-maker within CATME [8], or Eduteams
[9]), as well as on empirical studies (e.g. [7, 10]). Further-
more, since one of the aims of the SWA programme is to
promote the development of students’ soft skills [2], work-
ing in teams would foster the learning of the soft skills that
are considered crucial for collaboration and teamwork [11].

In this context, in this paper, we illustrate the develop-
ment of the AI4Citizen pilot, a software prototype designed
as a solution to the shortcomings of the SWA programme.
The pilot, developed in the context of the H2020 AI4EU

project [12], provides AI tools to automate the SWA pro-
gramme’s current process while introducing new tools to
facilitate team-based learning and the acquisition of team-
work skills. Notably, the AI4Citizen pilot involves pipelining
a range of AI technologies, including (1) NLP algorithms to
extract competencies and skills from students’ curricula and
companies’ internship offers and to match them; (2) a chat-
bot to assist students in selecting internships; and (3) a novel
algorithm to group students into teams and allocate them to
internships. Specifically, the AI4Citizen pilot tries to make
headway in supporting the SWA program with the following
contributions:

• An NLP-based tool to match students with internships.
The main challenge is ensuring that both the employers
and the job applicants speak the same language when
describing the required skills and competencies. The
descriptions are often in free text format, making it dif-
ficult to automatically match the job requirements with
the applicant’s qualifications and experiences. To tackle
this issue, we have developed a tool to bridge this gap by
utilising ESCO [13], a multilingual classification system
of European Skills, Competences, Qualifications, and
Occupations. This system encompasses a taxonomy of
13,485 competencies and 13,485 jobs linked with rela-
tionships and is designed tomap the free text descriptions
of the job requirements and candidate experiences to a
standardised language.

• A chatbot to assist students. In order to develop the
AI4Citizen chatbot, we used SAP Conversational AI, an
end-to-end collaborative platform for creating chatbots.
Our chatbot understands 28 different types of students’
intentions related to gathering information about the pro-
cess and expressing and reviewing preferences. The NLP
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engine recognises the intents and triggers suitable skills
to interact with the end users. These skills interact with
a dedicated component interacting with the database
minimising the need to exchange personal information
outside the FBK perimeter.

• An empirical evaluation of the chatbot usability.We con-
ducted a user study to evaluate our study. Students from
three different classes, 55 students in total, participated
in the study. During the evaluation, each student was
supposed to single out three internships (wishes) and
understand the internship context. In the first class, 10%
of the students did not manage to complete the evalu-
ation due to a default which thereafter was fixed. The
students (90%) who completed the evaluation needed
less than half an hour (30 minutes) to do so, and they
reported being reasonably satisfied with the experience.
Experience satisfaction was improved due to fixes and
vocabulary enrichment based on former interactions.
However, the main criticism reported was regarding the
over-guidance offered by the chatbot. Instead, the users
would prefer a free interaction. These findings should
be taken into consideration in the future. At the same
time, further experiments should be conducted to help us
understand the impact on task completion and the time
to complete the global mission.

• An empirical evaluation of the team allocation algo-
rithm.We conducted a twofold evaluation to confirm the
usability of our proposed algorithm. First, we pitched
Edu2Com against a state-of-the-art linear programming
solver, CPLEX [14]. The results of solving synthetically
generated instances of thematching problem showed that
Edu2Com outperforms CPLEX in solving time. Second,
we tasked Edu2Com to solve large, real-world instances
(involving real students’ profiles and internship descrip-
tions) of the problem.Our proposed algorithm can handle
the problem and find a solution, while an optimal solver
such as CPLEX cannot generate the necessary encoding
within a reasonable time. Thus Edu2Com solves large
problem instances that CPLEX cannot handle.

• An expert-driven validation of the team allocation algo-
rithm. Finally, we tasked educational experts with expe-
rience in allocating students to internships to assess
allocations produced by Edu2Com against allocations
manually produced by experienced teachers. The results
indicate that our algorithm is the one of choice to solve
the problem.

The rest of the paper is organised as follows. Section 2
presents and analyses our case study, Section 3 outlines the
overall architecture of the AI4Citizen pilot, Sections 4, 5
and 6 describe the core AI components of AI4Citizen, Sec-
tion 9 studies the potential business value of AI4Citizen, and
Section 7 empirically evaluates the core components of our

systems. Finally, Section 10 draws conclusions and sets paths
to future research.

2 The Alternanza Scuola Lavoro case study

An essential aspect of innovation is exploiting information
technology to ease people’s everyday life. In this work,
we followed SAP’s best practices and adopted a Design
Thinking-led development process (see Fig. 2) to discern
users’ needs and collect users’ feedback.
Scope.As described in the introduction, the AI4Citizen pilot
focuses on the SWA scheme. The scheme involves all stu-
dents from high schools and technical institutes during the
last years of their curriculum. The goal of the scheme is
to provide practical experience to students, to help them to
consolidate the knowledge acquired at school, to test their
attitudes on the field, to enrich their training and guide their
study path, and, ultimately, to help them to choose their future
career path.
Research. In the research phase, we focused on understand-
ing howour users interactwith the systemand their individual
needs. To better understand the specifics of this case study,we
run a series of interviewswith schools’ and companies’ stake-
holders leveraging the central role of FBK in the organisation
of SWA in Trentino. We eventually derive the following four
personae [15]:

Ludovica she is an 18-year-old student; while attending the
fourth class of the classic high school, she is look-
ing for an internship where she can experience
team working. She has found a job offer, which
seems suitable. However, she does not exactly
understand which skills the company requests—
Fig. 3 shows a detailed view of Ludovica’s per-
sona.

Arnoldo he is a teacher 61 years old; he manages the SWA
office at his Institute, sharing this duty with a col-
league; they help more than 300 students every
year first to find out a suitable internship; then,
they follow the initial administrativework, resolve
problems during the internship, and at the end,
collect students’ final report and tutors’ evalua-
tion form.

Carolina she is a 48-year-old assistant in the internships
office at a large research centre; she takes care
of the relationships with local high schools, inter-
acts with tutors like Arnoldo when they have to
select a team of interns, and chases researchers to
stimulate them to prepare new internship offers.
Carolina also supports researchers in preparing
the final evaluation reports.
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Fig. 2 Design led approach (from https://saptraining.build.me/)

Rosanna she is a 37 years old busy researcher; every sum-
mer, she looks for a team of two to four students
able to help her with pet projects, also aiming to
transmit her passion for scientific research work.

Synthesize. Following the interviews with teachers,
researchers, and parents, we focused on Ludovica’s and
Arnoldo’s experiences to synthesize the main scenario iden-
tifying their main pain points. The following paragraph,
the scenario as-is, describes the typical interaction between
our student Ludovica and the reference teacher Arnoldo
nowadays.

Arnoldo is the reference teacher for the SWA for a
set of classes. During the past weeks, he has already
updated a list of all the internship offers received, clas-
sified, and published it on the school’s website. He
has also sent several emails to all the students and
their parents during the previousmonth concerningnew
internship proposals. First, Ludovica checks her mail-
ing box to collect all these emails and then scrolls the
internship list on the school website. She also asks a
friend of her family, who owns a high-tech company,
if he can host her for an internship. He answered posi-
tively to Ludovica. After this work, she prepares a list
where she writes the internship proposals that seem
interesting to her. In this list are two internships: an

internship extracted from one of the emails sent by
the reference teacher and the internship in the com-
pany of a friend of Ludovica’s family. At this point,
Ludovicawould like to discuss the twodifferent options
with Arnoldo, the teacher who manages SWA at her
school. Ludovica should make an appointment with
him. They set up a meeting during which Ludovica
would like to interact with Arnoldo to understand the
internship goals and objectives better and determine
if the family friend internship can be performed. The
discussion should focus on understanding how the
different internships match Ludovica’s competencies,
objectives, weaknesses, and strengths. Unfortunately,
Arnoldo has to manage thousands of questions from
students and can dedicate only a fraction of the needed
time to tackle the different questions, which eludes the
family’s friend’s internship question. Ludovica feels
totally lost in the process and fills out a form with
three preferences. A few weeks later, while Arnoldo
is trying to make an educated choice after receiving
the preferences of all students, composing the teams
for the different internships looks to him like solv-
ing a complex jigsaw but without knowing the image
to compose! Still, Arnoldo remembers the discussion
with Ludovica, and he finds out that an apparently good
global solution enables her to get assigned to her second
choice. Apparently, the young Ludovica is frustrated,
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Fig. 3 The Ludovica persona

especially when Arnoldo cannot precisely explain how
he figures out these internships’ matchings fighting
with his spreadsheet.

Following this return on experience from the current
process, and in order to enhance the student and referent
experience, we decided to focus on two specific problems,
which are particularly time-consuming and not supported by
the current version of the Vivoscuola portal2 operated by the
Autonomous Province of Trento:

1. How to best inform and guide Ludovica in her internship
quest with a teenager-ready conversational interface?

2. How to support Arnoldo in building teams of comple-
mentary interns while optimizing the acquisition of new
skills and their personal wishes?

Ideate. The following descriptions, the scenario to-be,
explain how AI will modify Ludovica’s quest for the per-

2 For more information visit https://www.vivoscuola.it/

fect internship and support Arnoldo to dedicate more quality
time.

An announcement was made on the school billboard,
informing students that it was time to start thinking
about their SWA options. Students were informed that
they could use social media channels like Facebook
and Twitter to search for and enrol in internships.
These channels were securely connected to the SWA-
FBK system, allowing it to access information about
each student, including their competencies, previous
internship experiences, and past year statistics and tes-
timonials. Ludovica decided to connect to the chatbot
using her SWA-FBK credentials. The general chat-
bot asked her questions to determine her interests
and preferences, using both the information stored in
the SWA-FBK system and additional information pro-
vided by Ludovica. The chatbot provided Ludovica
with answers to common questions. At the same time,
it redirected some questions about a specific intern-
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ship offer to Arnoldo, who receives a small portion of
questions so he is able to answer in due time. The chat-
bot proposed several internship programs aligned with
Ludovica’s interests and preferences and passed this
information on to the team formation algorithm. After
a couple of hours, Arnoldo received the team assign-
ment provided by the algorithm. Although Ludovica
had expressed a strong desire to be assigned to her first
choice, Arnoldo realized that this constraint decreased
the overall assignment score and the fit of five teams,
including Ludovica’s. As a result, he followed the algo-
rithm’s recommendation and assigned Ludovica to the
internship that was her second choice, explaining the
rationale behind the decision to her.

3 A blueprint of the AI4Citizen architecture

Before proceeding with the implementation details of each
component, we detail in this section the overall architec-
ture of the AI4Citizen pilot. The architecture of our pilot
is funded on pipelining the different intelligence technolo-
gies: the competence and skill extraction tool, the chatbot
assistant and the team formation algorithm.At the same time,
these technologies are to be integratedwith FBK’s existing IT
system that manages students’ profiles (information regard-
ing their studies and past activities) along with internship
program offers. As a result, we deliver a prototype imple-

mentation of our end-to-end AI4Citizens pilot. In a nutshell,
Fig. 4 illustrates the pilot’s architecture, which consists of
the entities below:

• A module for interfacing with and integrating from the
external — preexisting — an IT system that contains
andmanages the information regarding students’ profiles,
their activities, and experiences, etc.

• A module for interfacing with and integrating from
the external IT system that contains and manages job/
internship offers information.

• Data management services to facilitate the “normaliza-
tion” of the data in terms of vocabularies and taxonomies
for the purpose of the offer/candidate matching. More
specifically, the two key services here are (i) skill match-
ing to associate an entity with the skills and competences
in the ESCO ontology [13]; and (ii) a multi-dimensional
classification of internships to guide the selection pro-
cess. The latter service characterizes offers in different
practical ways (e.g. activity domain, geographical distri-
bution, context (e.g., private vs public hosting entities),
etc.).

• A team formation service to match teams of students
to internships taking into account competencies, prefer-
ences, and availability in a holistic, cross-organizational
manner.

• An internship browser that brings this information
together, exposing different APIs for searching, match-

Fig. 4 Components and use cases dataflow
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ing, and selecting offers, aswell as for storing preferences
and matching teams to available offers.

• A chatbot-based Natural Language Processing (NLP)
and User Interaction (UI) service and its associated
chatbot logic component that make the AI4Citizen pilot
available to the main stakeholders, in particular to stu-
dents and teachers. While the role of the UI is to make
AI4Citizen directly available on the web or a cell phone,
the chatbot logic drives the selection process, answers
frequently asked questions and helps collect students’
preferences.

The architecture of the AI4Citizen pilot considers two
execution environments.On the onehand, theSWAFBK envi-
ronment runs the SWA system prior to AI4Citizen. It is in
charge of storing and handling the schools’ and companies’
data. On the other hand, the AI4EU environment hosts the
AI4EU services required to enable anAI-based SWAsystem,
namely competence and skill extraction, team formation, the
chatbot, and the internship browser. The two environments,
SWA FBK and AI4EU, provide strong data encapsulation,
limiting the interactions with the new components to a set of
restrictive APIs to avoid the usage of any Personal Identifi-
able Information and to respect the term of services between
FBK and the Trento province.

Our implementation follows the principles of Cloud-
Native Applications. It uses a container-based component
model, where each separate micro-service is deployed in a
Docker container on top of the Cloud infrastructure. The
Chatbot NLP and UI component run on the SAP cloud and
interact with the SAP logic thanks to a REST API over a
secure channel.

The following sections propose a detailed description of
the main components (Table 1).

4 Competence and skill extraction

Every day thousands of people look for a job and share their
curriculum vitae using different channels, like social net-
works, leasing companies, etc. In the meantime, a similar
number of companies look for workers and use the same
channels to share the requirements for their open positions.
In the context of the scenario presented in this paper, a similar
situation arises between the students looking for internships
and the companies searching for candidates with appropriate
skills and competencies.

The fundamental problem here is to make the two parties
speak the same language when it comes to characterising the
skills and competencies required by the companies and those
owned by the candidates obtained through the activities and
experiences they have carried out during their careers and/or
studies. Indeed, frequently the descriptions of experiences
and school curriculum are expressed in natural language,
making it challenging tomatch requests and offers in an auto-
mated manner.

To address this issue, we have defined and developed a
tool that bridges the gap between the required and provided
competencies when expressed as a free text description.

To reach this goal, we use two existing resources, (i) the
ESCO Ontology [13] and (ii) the FastText software [16].
ESCO is the multilingual classification of European Skills,
Competences, Qualifications and Occupations. It contains
a taxonomy of 13,485 competencies and 13,485 jobs con-
nected with relations. It has been developed as a part of
the Europe 2020 strategy. It identifies and categorises skills,
competencies, qualifications, and occupations relevant to the
EU labour market and education and training. It systemati-
cally shows the relationships between the different concepts
described in 27 European languages. It has been recently
adopted in various countries and regions to describe the

Table 1 The AI4Citizen pilot components published on the AI4EU platform

Asset name Catalogue Link

Chatbot (SAP Conversational AI) AI Catalogue https://www.ai4europe.eu/research/ai-
catalog/sap-conversational-ai

Team Formation AI Catalogue https://www.ai4europe.eu/research/ai-
catalog/edu2comapi

(edu2comAPI) AI Exp https://aiexp.ai4europe.eu/#/
marketSolutions?solutionId=2e1ac521-
e09b-4451-81f6-3f8d107b98da&
revisionId=505a114b-edbf-4101-b007-
4fa09afa4a62&parentUrl=marketplace

Competences & Skills Extraction (ai4eu-competences) AI Exp https://aiexp.ai4europe.eu/#/
marketSolutions?solutionId=dc67374a-
0a1c-4477-86b2-9db8f0a1faed&
revisionId=977872e8-b343-4fa4-b5fe-
31afc77c9e05&parentUrl=marketplace
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professional context in the corresponding territories unam-
biguously. We use the ESCO ontology as a basis for the
description of the job and internship offers as well as for
characterising candidates’ skills and experiences.

The latter resource, FastText, is a state-of-the-art technol-
ogy developed by Facebook, which computes the semantic
similarity between two text spans. It is releasedwith an open-
source license and is available in over 100 languages.

FastText is an evolution of word2vec [17], a word rep-
resentation model where each word is an object in a vector
space, and its position is optimised for the task of predicting
the surrounding context.

The main difference between the two models is that the
representation vw of a word w is not only the representa-
tion of its symbol, but it is augmented with the sum of the
representations of its subword units:

vw = uw +
∑

s∈S
us

where S is the set containing some character n-grams con-
tained inw, uw is the vector representation of thewhole word
w and us are the representations of the subwords.

Combining the two resources, we have developed the so-
called Competence and Skill Extraction (CSE) tool, an AI
component that provides the following functionalities:

• using FastText, we compute the semantic similarity
between plain text (from a job description or CV expe-
rience) and the competencies appearing in the ESCO
ontology;

• we then rank the identified competencies using this sim-
ilarity value; and

• according to the extracted ranking, we suggest the most
appropriate candidate competencies for the description.

As a positive side effect of using native multi-language
resources, the tool is automatically able to compare texts
written in different languages. For example, the text “appli-
cation of rules and scientific methods to solve problems”
can be semantically connected to the competencies “develop
strategy to solve problems”, “plan activities to accomplish
specific goals”, and “problem solving”. A similar result can
be obtained by replacing the English text with the Italian one,
“applicare regole emetodi scientifici per risolvere problemi”.
Consequently, the tool may be used in international markets,
making it possible to relate different IT systems and their
data across EU boundaries and facilitate internships abroad
in our context.

It is important to remark that the tool allows for a wide
range of use cases in the context of the proposed scenario
and broader settings. In particular, the tool allows to:

• annotate existing job descriptions with the skill/
competence information for further elaboration;

• guide the description and annotation of the information
within the IT systems managing the corresponding data
(such a tool may assist the operators in appropriate and
concise data entry activity);

• support the data analysis tools when reasoning across all
the data, also considering historical perspective, legacy
sources and data, etc.

• bridge the gap between the systems using different
skill/competence taxonomies in different contexts, such
as different territories and organisations.

The implementation of the skill matching tool is done in
Python and is available on GitHub under the Apache 2.0
license [18].

5 Chatbot

To enable a smooth interaction between students and the sys-
tem so that students can learn about the SWA program, get to
know the offered internship programs, and ultimately express
their preferences, we early took the decision to leverage the
concepts of the conversational user interface. Conversational
UX is becoming a de facto standard to address processes of
medium complexity that can be customised to a specific user
by gathering contextual information (e.g., student profile,
topics, grade, past internships, past conversation). Leverag-
ing this information, we enable students to ask questions
using natural language about the process itself in a generic
(e.g., What is an SWA program?), contextual (e.g., Who is
my referent professor?) or individualised (e.g.,What are my
recommended internships?) way, which will eventually trig-
ger questions to propose a pertinent answer. The choice of
a conversational UX also enables to leverage the inclination
of Generation Z better to use instant messaging platforms.

Our choice to use SAP Conversational AI [19] to imple-
ment the AI4Citizen chatbot was due to different factors:

1. It does not provide self-learning capabilities since we
wanted to avoid the danger of bot manipulation (e.g., the
Tay experiment [20]);

2. Its NLP engine provides multi-language support, includ-
ing Italian, Spanish and Catalan on top of English;

3. It mixed no-code and scripting capabilities with an API,
enabling interaction in a bidirectional way with other
software components;

4. Its platform provides enterprise-grade level including
GDPR support, monitoring and debugging capabilities.

To better understand a chatbot’s development process, we
need to introduce some terminology used in the domain.
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The main aim of a bot is to understand the expression that
a user might say. For this purpose, the NLP engine of the
bot will analyse the expression and extract features such as
date, city or person names - the entities - and enrich them
with information suitable for programming (e.g., the GPS
location associated with a city) and eventually the sentiment
analysis of the expression. Twenty-eight types of entities,
the gold entities, are predefined, and the programmer can
add custom entities to adapt the capability of the chatbot
to a given domain. Once this first stage is performed, the
conversational engine attempts to match the expression —
thanks to a concept of expression distance—with one of the
expressions that are captured at the design stage to express an
intent: intents are the core of the chatbot and are responsible
for understanding user requests. Intent recognition is lever-
aging our platform’s machine-learning capabilities based on
the corpus of expressions defined in the intent. To answer the
intent, a skill is triggered that will eventually ask the user to
enrich its request with details represented by entities (e.g.,
the time of departure for booking a train to a city) to enable
to propose a pertinent answer and continue the conversation.
Action enables skill to build the answer directly on the plat-
formwithmessage or interact with external components with
webhook or trigger complementary skills.

The SWA chatbot leverages all these capabilities to inter-
act with the student on one side and with the information
stored about their curriculum or previous session. We can
divide the skills developed into four groups:

• 14 skills related to answering frequently asked questions
• 10 customised skills that capture preferences and provide
individual advice to the student

• 2 skills that implement an authentication pattern to inter-
act with the customised skills

• 2 skills developed for facilitating the testing sessions

These skills are associated with circa 30 intents capturing
more than 200 expressions.We also enriched the gold entities
with eight custom entities serving three different purposes:

• to enable domain-specific interactions, this encompasses
competencies (e.g., related to the ECSO ontology), com-
panies’ names and cities contained in the internship
database. While we initially did not foresee adding cities
as entities, we realised that the related gold entities lack
precision for small cities. Fortunately, these entities can
be loaded thanks to the chatbot API automatically upon
database modification;

• to capture the format of specific identifiers;
• to enable the students to refer to the chatbot artefacts (e.g.,
to ask questions about the chatbot itself).

In order to propose individual advice to students, the
system should access or store information related to each
student.

This access should be done securely, and due to privacy
concerns, we had to minimise the information stored at the
chatbot level. For that purpose, our chatbot relies on a set of
webhook, which uses a stateless proxy, called chatbot logic,
residing on the FBK realm. The communication is done via
a secure channel where we transit the information captured
during the conversation with the student. The chatbot logic
interacts with the internship browser component to store or
retrieve the information in order to build the answer based

Fig. 5 Sequence diagram showing a simple interaction
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Fig. 6 Ludovica and the chatbot
skills set

on (i) the academic student profile (e.g., schools, grade, cur-
riculum), (ii) the preferences already captured in the current
session or previously, and (iii) the information captured by
the current skill. Aside from the privacy advantages of such
an approach, it also enables us to benefit from a full-fledged
programming language to elaborate the answers relying
on the provided message library (e.g., text, card, button).
Figure 5 shows an example of a simple interaction during
the early stage of the conversation.

To sum up, Fig. 6 shows the different type of skills and
their related actions that enables Ludovica to engage with the
chatbot in order to better understand the rationales around
the SWA activity, to ask questions about the process and
administrative details, to express preferences, and to browse
internship offers.

6 Allocating teams of students to internships

This section focuses on the problem of forming teams of
students and matching them with internships (i.e., allocat-
ing student teams to internships), which is equivalent to the

team formation service shown in Fig. 4. Due to the com-
plexity of this problem, it is difficult and time-consuming
for an expert to make optimal allocations. Previously, we
used existing technologies to develop the competence and
skill extraction service and the chatbot, as explained in Sec-
tions 4 and 5. However, creating our team formation service
requires new research contributions. Section 6.1 explains
why this is necessary, followed by a formal definition of
the allocation problem in Section 6.2. Then, in Section 6.3,
we provide the encoding for the allocation problem to be
optimally solved as a linear program (LP)with some state-of-
the-art existing solver. Lastly, we introduce a novel heuristic
algorithm for computing team allocations in Section 6.4.
This algorithm allows us to tackle real-world problems
of significant size, which cannot be solved with sophisti-
cated optimisation libraries like CPLEX, as demonstrated in
Section 7.3.

6.1 Motivation

Many real-world problems require teams of people or
machines to work together on tasks, such as robot teams
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in search and rescue missions [21] or teams of drones for
surveillance [22]. As a result, there has been much research
on various methods for assigning teams to tasks in the field
of artificial intelligence.

Existing literature has explored how to form one team
to work on one task [23–25], form one team to work on
many tasks [26], and form multiple teams to solve a single
task [5, 10, 27, 28]. Some research has also been done on
forming multiple teams to match multiple tasks, allowing
overlaps either on agents participating in many teams [21]
or on many teams performing the same task [29]. However,
there needs to be more attention given to the problem of
how to allocate teams to tasks with no overlaps, i.e., teams
that share no common members and tasks that are uniquely
tackled by one team. This problem above is the one our team
formation service aims to address when allocating teams of
students to internships. Despite limited existing research on
this topic [30, 31], we cannot rely on prior approaches to
solve our problem due to several shortcomings. Specifically,
one of the approaches uses brute force and branch-and-bound
techniques that limit the number of agents and tasks that can
be analyzed [31], while the other approach handles only a
small number of tasks [30].

Additionally, existing models assume that a team must
possess the exact competencies a task requires. Such an
assumption is only sometimes practical in real-world sce-
narios. As [28] points out, existing literature endures this
assumption and distinguishes between two competencemod-
els: boolean models where an agent acquires or lacks some
competence [23–25, 30], and graded models where an
agent acquires some competence up to some degree [5,
27, 28, 32]. However, in the real world, it might be the
case that acquiring some similar competence is sufficient
for handling a specific required competence. Consider, for
example, the educational world, where a student can be
adequate for some internship program even if the student
does not possess all the required competencies precisely as
requested as long as the student’s competencies are similar
enough.

Therefore, this work aims to develop a new formalization
and algorithm that can practically address the many teams
to many tasks allocation problem. In what follows, we use
the terms agents and tasks instead of students and intern-
ship programs to present the problem more broadly. Later
(in Section 7.3), we will apply our general problem to our
case study ofmatching teams of students with internship pro-
grams. This approach will help us consider the competencies
possessed by teammembers, including similar competencies
that may still qualify a student for an internship, even if they
do not possess the exact competency required by the task.
Ultimately, our goal is to develop a novel algorithm that can
effectively allocate teams of agents to tasks in real-world
scenarios.

6.2 Defining the team allocation problem

This section aims to cast the problem as an optimisation one
formally. First, we introduce the basic concepts of the team
allocation problem, then we move to the concept of compe-
tence models and put forward the model used in this work.
Finally, we formally define the optimisation problem.

6.2.1 Basic Concepts

According to the Oxford Learnner’s Dictionary3, compe-
tence refers to the ability to perform well, the authority or
power in handling a particular situation, or a necessary skill
for performing a particular job or task. Let us denote with C
a fixed set of competencies. A task is described through its
requirements on (i) competencies and (ii) team size. Firstly,
for some agent(s) to successfully carry out a task, they must
adequately deal with the required competencies. Secondly,
the required team size signifies the necessary and suffi-
cient number of agents working together to complete the
task successfully—i.e., a team with fewer members than the
required team sizewill not be able to complete the task, while
a larger team over-consumes (agent) resources. For example,
an internship program in a computer tech company might
require four competencies (machine learning principles, cod-
ing in Python, web development, and fluency in English)
and a team of size three. Therefore, the company offers an
internship that needs three students together who possess the
four required competencies. Moreover, even though every
required competence is necessary for successfully complet-
ing a task, not all competencies are equally important; as
such, we consider the competencies’ relative importance as
part of the task description. For example, for an internship in
a computer tech company, coding in Python might be more
critical than fluency in English. Formally, taask τ is given
by 〈Cτ , wτ , sτ 〉, where Cτ ⊆ C denotes the required com-
petencies, wτ : Cτ → (0, 1] is a relative importance weight
function, and sτ = 1, 2, · · · denotes the required team size.4

We denote with T = {τ1, · · · , τm} a set of m tasks (with
|T | = m). An agent is described through the competencies
they possess. A team K corresponds to a subset of agents,
K ⊆ A, who jointly work on some task(s). A size-compliant
team K for some task τ ∈ T is a team such that |K | = sτ , i.e.,
a team with as many members as required by τ . We denote
withKτ = {K ⊆ A : |K | = sτ } the set of the size-compliant
teams for τ given a set of agents A.

3 https://www.oxfordlearnersdictionaries.com/
4 Note:we use subscript τ to refer to the required competencies, relative
importance, and team size of task τ ∈ T . Similarlywewill use subscript
a to distinguish the elements describing an agent a ∈ A.
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6.2.2 Competence coverage and affinity

In order to assign a team of agents to a task, it is necessary
to ensure that the team possesses the competencies required
to solve the task. To achieve this, the competencies, as deter-
mined by Cτ , must be assessed before allocating a team to
a task. For a team of agents K to be considered suitable for
a task τ , the team must possess the necessary competencies
required by τ . That means that for each required competence
by the task, there must be at least one agent in the team who
possesses that competence.

The current literature on team-task allocation considers
competencies as either Boolean or graded features, with a
team’smatching quality being determined by a function, usu-
ally expressed as a utility function. However, these existing
models are pretty restrictive, so a new approach is needed. In
this study, we propose a method for assessing the match-
ing quality of a team with a task based on the semantic
similarity of the competencies required by the task and the
competencies possessed by the team. To be more precise, we
introduce the concepts of competence coverage and compe-
tence affinity, which provide an intuitiveway to determine the
matching quality of a team for a task.Competence coverage is
determined by the degree of similarity between the required
competencies of the task and the team’s collective competen-
cies. Considering the semantic similarity of the competencies
allows us to deal with the current competence models’ limi-
tations.

Within the scope of some specific domain (e.g., the edu-
cational domain), we can structure the competencies related
to the domain to capture semantic relations among them.
More and more entities (countries, organisations, institutes,
etc.) work towards registering and structuring competencies
in ontologies—e.g., ESCO [13], O*Net [33], SFIA [34],
ISFOL [35]. For example, two essentially different compe-
tencies, such as coding in C++ (competence c) and coding
in Java (competence c′), share essential principles, e.g., both
are compiled languages and object-oriented languages.

Therefore, we assume that the competencies in C are
structured in a competence ontology based on the semantic
relations among the competencies. Then, for any two com-
petencies c, c′ ∈ C, there is a degree of similarity, denoted
as sim(c, c′) ∈ [0, 1], reflected in the competence ontology.
Moreover, we assume that the competencies can be repre-
sented in a (tree-like) graph structure, where nodes denote
competencies and directed edges indicate intimate seman-
tic relations between the nodes (such that Parent nodes are
broader concepts of their successor nodes). In Section 7.3,
we utilise ESCO ontology, a well-established ontology with
such properties. Given a competence ontology of C and two
competencies c, c′ ∈ C, to compute the semantic similarity
between c and c′ we use a variant of the similarity metric
presented in [36]. Unlike [36], the variant we propose here

guarantees that any competence node is maximally similar
to itself (i.e., sim(c, c) = 1). Thus, the similarity is given by

sim(c, c′) =
{
1 if l = 0

e−λl eκh−e−κh

eκh+e−κh if l > 0

where l stands for the shortest path connecting competencies
c and c′ and h stands for the depth of the deepest competence
subsuming c and c′. Parameters κ, λ control the impact of the
distance l and depth of common ancestor h on the similarity
metric, respectively. Similarly to [37], for any two c, c′ ∈ C
it holds that sim(c, c′) ∈ [0, 1].

We say that some agent a ∈ A with acquired compe-
tencies Ca ⊆ C covers competence c ∈ C with a’s most
similar competence c′, and specifically with a degree reflect-
ing the semantic similarity between c and c′, i.e., cvg(c, a) =
maxc′∈Ca sim(c, c′). Moreover, we say that an agent a ∈ A
covers a task τ ∈ T with required competencies Cτ ∈ C
with a degree depending on how well a can cover each of the
required competencies. Specifically, we use the product over
a’s competence coverage across all required competencies:

cvg(a,Cτ ) =
∏

c∈Cτ

cvg(c, a) =
∏

c∈Cτ

max
c′∈Ca

{sim(c, c′)} (1)

In a team context, it is unlikely that each agent will need to
cover all the required competencies. Instead, team members
collaborate and complement each other by sharing respon-
sibilities [38]—notably, [39] highlights that recent studies
define team through assigning responsibilities to agents.
Thus, we must solve a competence assignment function. Let
τ ∈ T be a task and K ⊆ A be a subset of agents that forms
a team; each agent, a ∈ K , is assigned with some of the
required competencies in Cτ . That is, each agent in the team
is responsible for covering only some of the competencies
required by the task. Therefore, a competence assignment
function (CAF), denoted as ητ→K : K → 2Cτ , assigns a sub-
set of required competencies to each teammember a ∈ K . As
noted in [27, 28], a CAF should satisfy the following prop-
erty: at least one agent, a ∈ K , must cover any competence
c ∈ Cτ , i.e.,

⋃
a∈K ητ→K (a) = Cτ . Additionally, let the

reversed function (r-CAF), denoted as θτ→K : Ctau → 2K ,
show which agents are responsible for each required compe-
tence. Let �τ→K be the set of all CAFs of some team K for
task τ . Notably, there aremany different CAFs, though not all
CAFs are equally good, i.e., some CAFs are better than oth-
ers. [27] discusses inclusive competence assignments, thus,
here we build on inclusive CAFs, and we propose the fair
competence assignment functions (FCAF). In more detail,
an FCAF satisfies two properties: each agent is responsible
for (i) at least one competence (as in inclusive competence

assignments), and (ii) atmost
⌈ |Cτ |

|K |
⌉
. These properties ensure
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that all agents actively participate in the teamwork and that
a few agents are assigned excessively many responsibilities
while others are assigned just the minimum.

Given a task τ , a team K and an FCAF ητ→K , we assess
the matching quality of K working on τ as how well each
teammember can cover their responsibilities according to the
FCAF at hand. Thus, we use the competence affinity metric,
which (i) awards high coverage of competencies and (ii) does
not penalise low coverage of competencies with low relative
importance. First, we define the competence affinity from a
single agent’s perspective:

Definition 6.1 (Agents’ Competence Affinity). Given an
agent a ∈ A, a task τ ∈ T , and a competence assignment
function ητ→K , the competence affinity of a to τ is:

aff(a, τ, ητ→K ) =
∏

c∈ητ→K (a)

max
{(
1− wτ (c)

)
, cvg(c, a)

}
.

(2)

Then, the team’s competence affinity depends on the com-
petence affinity of each team member. Specifically, it is
defined as the a-la-Nash product over the individual com-
petence affinity of every agent in K . The product promotes
equal contributions across the agents in the team (i.e., all
agents are equally contributing to the task) and therefore
favours teams with balanced contributions. Formally, the
competence affinity from a team’s perspective is defined as:

Definition 6.2 (Team’s Competence Affinity). Given a team
of agents K ⊆ A, a task τ ∈ T , and a fair competence
assignment ητ→K , the competence affinity of K to τ is:

aff(K , τ, ητ→K ) =
∏

a∈K
aff(a, τ, ητ→K ). (3)

Notice that a team’s competence affinity changes as
responsibilities are assigned differently, i.e., the very same
team exhibits different matching qualities when different
FCAFs are in place. The FCAF that results in the best com-
petence affinity of a team for a task amounts to solving an
optimisation problem:

η∗
τ→K = arg max

η∈�τ→K

aff(K , τ, η) (4)

such that
⋃

a∈K η∗
τ→K (a) = Cτ and 1 ≤ |η∗

τ→K (a)| ≤⌈ |Cτ |
|K |

⌉
for every a ∈ K . In practice, though, we can effi-

ciently solve the above optimisation problem optimally since
team sizes and the number of required competencies for a
task (and therefore the search space �τ→K ) are relatively
small—usually team size ranges in [2, 5] and a task requires
≤ 10 competencies.

Then, for task τ , considering all the size-compliant tams
Kτ , the best team shall maximise the competence affin-
ity; i.e., K ∗ = arg max

K∈Kτ

aff(K , τ, η∗
τ→K ). Note that the

search space for this optimisation problem is
( n
sτ

)
large (and

increases as n and sτ increase), where n is the number of
agents in A and sτ is the team size of task τ .

6.2.3 The optimisation problem

Now, given a set of tasks T (with |T | > 1), finding a team
for each task, i.e., computing a many teams to many tasks
allocation, is another optimisation problem. In more detail,
the optimal allocation of agent teams to tasks is the one that
maximises the competence affinity of every team, respecting
(i) that each agent cannot be part of more than two teams; (ii)
each team can work on at most one task; and (iii) at most one
team can work on each task. These three properties we just
mentioned describe a Feasible Team Allocation Function,
which we formally define as:

Definition 6.3 (Feasible TeamAllocation Function (FTAF)).
Given a set of tasks T , and a set of agents A, a feasible team
allocation function g is a function g : T → 2A such that: (1)
every task τ ∈ T is allocated its requested number of agents
so that |g(τ )| = sτ ; and (2) an agent can only be assigned to
one team: for every pair of tasks τ, τ ′ ∈ T , such that τ 
= τ ′,
it holds that g(τ ) ∩ g(τ ′) = ∅.

Given tasks T and agents A, G denotes the family of all
feasible team allocation functions. Then, the overall affin-
ity of an FTAF g equals the product over the competence
affinity of every team for their assigned task according to g.
As we mentioned earlier, the product favours balance, i.e.,
allocations where every team formed is more or less equally
good for their task. The optimum FTAF g∗ is the one that
maximises the overall team affinity:

Definition 6.4 (Non-Overlapping Many Teams to Many
Tasks (NOMTMT) Allocation Problem). Given a set of tasks
T , and a set of agents A, the Non-Overlapping Many Teams
to Many Tasks Allocation Problem is to find the team alloca-
tion function g∗ ∈ G that maximises the overall team affinity
of the team allocation:

g∗ = arg max
g∈G

∏

τ∈T
aff(g(τ ), τ, η∗

τ→g(τ )) (5)

Here we highlight that for computing the overall team
affinity for some FCAF g ∈ G, we need to compute the
optimal FCAF for each team for their assigned task according
to g. Thus solving the NOMTM allocation problem requires
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solving |T | optimisation problems for each g ∈ G..5 Next,
we show that the NOMTMT allocation problem isNP-hard.

Theorem 6.5 The Non-Overlapping Many Teams to Many
Tasks (NOMTMT) allocation problem is NP-hard.

We omit the proof due to space limitations. However, in
Appendix B we show that the problem is NP-hardby using
a reduction from binary combinatorial auction winner deter-
mination problem for single-unit auctions, which is known
to be NP-hard [40].

6.3 Solving the team allocation problem: a linear
programming approach

We can optimally solve the NOMTMT allocation problem
with the means of a linear program (LP); thus, here, we pro-
vide the corresponding LP encoding. Let us start, though,
with a non-linear encoding. We use a decision variable xKτ
for each task τ ∈ T and each size-compliant team K ∈ Kτ .
xKτ equals 1 when team K is allocated to work on task τ in
the optimal solution, and 0 otherwise. Then the non-linear
program is:

max
∏

τ∈T

∏

k∈Kτ

(
aff(K , τ, η∗

τ→K )
)xτ

K
(6)

subject to:

∑

K⊆A

xτ
K · 1K∈Kτ

≤ 1 ∀τ ∈ T (6a)

∑

τ∈T

∑

K⊆A

xτ
K · 1a∈K · 1K∈Kτ

≤ 1 ∀a ∈ A (6b)

xτ
K ∈ {0, 1} ∀K ⊆ A, τ ∈ T (6c)

Then, for the optimal allocation function g∗ it holds that
g∗(τ ) = K if and only if xKτ = 1. Constraints (6b) and (6a)
ensures that the resulted g∗ is an FTAF (Def 6.3). As we
said, the above is not a linear program due to the non-linear
objective function (Eq. (6)). However, we can do a linear
transformation by considering the logarithm. Thus, we can
obtain the optimal allocation function by solving the equiv-
alent linear program below:

max
∑

τ∈T

∑

K∈Kτ

xτ
K · log

(
1 + aff(K , τ, η∗

τ→K )
)

(7)

subject to: Eqs. (6a), (6b), and (6c). To obtain the equivalent
LP, we first shift the function’s domain—we do so in order to

5 Note that for some specific FCAF g ∈ G, computing the |T | optimal
FCAFs corresponds to solving |T | independent optimisation problems.

avoid computing log(0)—and then we use the logarithm to
convert the double product into a double sum and power fac-
tors into products. (i) we use the log(·) to convert the double
product to double sum, and the powered factor into a product;
and (ii)we change the function’s domain to avoid log(0). We
can solve this LP with the aid of an off-the-shelf solver (e.g.
CPLEX [14], Gurobi [41]), GLPK [42], or SCIP [43]). Given
sufficient time, an LP solver will return an optimal solution
to the NOMTMT allocation problem.

Notice that to solve the LP above, we need to precompute
the competence affinity between each task and every possible
size-compliant team, meaning that we need to precompute
the optimal CAF (via solving an optimisation problem) for
each such 〈team,task〉 pair. This is bound to lead to large
linear programs as the number of agents and tasks grows.

6.4 Solving the team allocation problem: a heuristic
approach

In this Section, we put forward Edu2Com, a novel two-stage
heuristic algorithm, to overcome large LPs. In the first stage,
we compute an initial feasible solution for the allocation
problem, i.e., an initial FTAF (Definition 6.3), while in the
second stage, we iteratively improve the initial solution via
different swapping strategies.

6.4.1 Building an initial team allocation

First, the algorithm builds an initial FTAF. For each task, the
algorithm forms a promising team, i.e., a team that seems
capable of tackling the task based on the task’s required
competencies and the competencies offered by each team
member. The teams are formed sequentially, starting with
the ‘hardest’ tasks. We characterise a task as hard when only
a few agents can cover its required competencies. With this
heuristic, we prioritise the tasks so that ‘lighter’ tasks (i.e.,
tasks whose required competencies can be easily covered by
many agents) do not bind agents whose acquired competen-
cies can be utilised in hard tasks.

Computing tasks’ allocation hardness. The allocation
hardness (or simply ‘hardness’) of a task assesses the dif-
ficulty of finding agents who can adequately cover the task’s
required competencies. Intuitively, when, for some compe-
tence c, more agents adequately cover c (i.e., with high
coverage on c), it is easier to find an agent for some task
requiring c, and therefore the task is less hard. Inspired by
the notion of moment of inertia [44], we measure the diffi-
culty to cover a competence, and therefore the task’s hardness
requiring that competence, as the effort (distance from (1,0))
that agents shouldmake to reach the ideal competence cover-
age of c, which is 1. We remind the reader that the coverage
of a competence c ranges from 0 to 1. Thus, the ideal com-
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petence coverage for a competence occurs if every agent can
fully cover the competence (i.e. competence coverage equals
1 for all agents). Let I be a partition of the competence cov-
erage domain [0, 1] in ten distinct intervals, and mid(J ) be
the midpoint of the interval J ∈ I. Now, given a competence
c ∈ C and a set of agents A, we compute the moment of
inertia of c as I (c) = ∑

J∈I ncJ · (
1 − mid(J )

)2, where ncJ
is the number of agents in A whose coverage of competence
c lies within interval J , and hence represents the mass of c
in the interval.

Then the hardness of a task τ ∈ T depends on (i) the
moment of inertia of each required competence c ∈ Cτ , and
(ii) each competence’s relative importance wτ (c). As such,
for some task τ we compute τ ’s hardness as:

h(τ ) = ω ·
∑

c∈Cτ

wτ (c) · I (c) (8)

where ω is a normalising factor on the importance weights
of all competencies in Cτ .

Building an initial teamallocation.Whenwe compute each
task’s hardness, we build the initial FTAF. To do so, our
algorithm, Edu2Com, sequentially for all tasks picks a team
out of the available agents, starting from the hardest one. In
more detail, let us denote with Aτ ⊆ A the available agents
(i.e., the agents who have not yet been allocated to a team)
while picking a team for task τ ; and with C̄τ task’s τ required
competences sorted according to their relative importance.
The i-th most important competence is denoted as C̄i

τ . The
first agent to be allocated to τ ’s team is the agent in Aτ that
can cover best competence C̄1

τ—formally, the first agent to
be picked is computed as σ1 = arg max

a∈Aτ

{cvg(C̄1
τ , a)}. After

picking the first agent σ1, the remaining available agents are
Aτ − {σ1}. Then, the i-th agent to be picked for the team of
task τ is computed as σi = arg max

a∈Aτ −
i−1

{cvg(C̄ j
τ , a)} where


i−1 = ⋃i−1
k=1{σ(C̄k

τ )} denotes the agents already picked for
the team, and j = (

i − 1 (mod |Cτ |)
) + 1 indicates which

competence agent σi shall cover best. Thus, the team formed
to work on τ is K = ⋃sτ

i=1 σi , while the agents in K are no
longer considered available, i.e., Aτ ′ = Aτ − K where τ ′ is
the hardest task after τ .

6.4.2 Improving team allocation

After finding the initial promising FTAF, in the second stage,
Edu2Com attempts to improve it iteratively. Specifically, we
introduce several heuristics to be applied in each iteration,
exploiting swaps of agents among teams.We distinguish two
kinds of iterations based on the heuristics applied in each kind
of iteration:

1. Single pairing. For two randomly selected tasks,
Edu2Com applies the following two swapping-based
heuristics:

(a) Exploiting swap. Considering solely the agents cur-
rently allocated in the selected tasks, find the optimal
team allocation.

(b) Exploring swap. If there are available agents (i.e.
agents assigned to no team), try to swap a randomly
selected assigned agent (to any of the two tasks) with
a randomly selected unassigned agent. Try a maxi-
mumof k times, and keep only the swaps that improve
the competence affinity.

Each heuristic is applied (if possible) oncewithin a single
paring iteration.

2. Exhaustive pairing. For every pair of tasks, swap every
possible pair of agents within them. If competence affin-
ity improves, keep the change and stop the exhaustive
pairing iteration.

The iterative process lasts until (i) the global maximum
competence affinity is reached, (ii) no solution improvement
occurs for a number of iterations, or (iii) the algorithm is
stopped by the user. In all cases, the most recently found
solution is returned.

6.5 Handling students’preferences

Notice that although the description of our case study in
Section 2 considers students’ preferences, the definition of
our task allocation problem in Section 6.2 focuses on com-
petence affinity. However, our problem definition can be
readily extended to handle preferences. Next, we show how
to achieve that by turning the single-objective optimisation
problem in Equation 5 into a multi-objective optimisation
problem that accommodates both competencies and students’
satisfaction. Thus, we propose to follow a similar approach to
our ownwork in [28], wherewe composed teams considering
both competencies and personalities.

Formally, we consider that the preferences for each stu-
dent a in A can be represented through a linear order (or a
ranking) �a over the tasks in T . We will refer to this order
as the preference profile of a. We will note as �A the set of
preference profiles of agents in A. Then, given a task τ ∈ T ,
we can compute the satisfaction degree of student a as:

sat(a,�a, τ ) = |T | − pos(�a, τ ) + 1

|T | (9)

where pos(�a, τ ) stands for the position of τ in the prefer-
ence profile �a , being 1 the position of the most preferred
task, and |T | the position of the least preferred task. Again,
since we want to guarantee a balanced preference satisfac-
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tion within a team, we compute the satisfaction degree of a
team as follows:

sat(K ,�A, τ ) =
∏

a∈K
sat(a,�a, τ ) (10)

Intuitively within a team K , we reach maximum satisfac-
tionwhen the assigned task τ is the first choice of allmembers
in K , i.e., τ is the most highly ranked task of all for every
a ∈ K :

� τ ′ ∈ T : τ ′ �a τ

On the other hand, if τ is least proffered even for a single
student, the satisfaction of the team is dropped, and of course,
the minimum satisfaction is reached when the assigned task
τ is the least ranked task for every a ∈ K :

� τ ′ ∈ T : τ �a τ ′

Now we are ready to embed the preference satisfaction of
a team in our problem by adding a further objective in the
objective function of Equation 6, which then becomes:

max
∏

τ∈T

∏

K∈Kτ

(wa ·aff(K , τ, η∗
τ→K )+ws ·sat(K ,�A, τ ))x

τ
K

(11)

We use weighting parameters wa and ws to regulate the
influence of the team’s competence affinity and satisfaction,
respectively, in the multi-objective optimisation function.
Hence we can obtain a family of objective functions includ-
ing two edge points (i) considering the competence affinity
(wa = 1 and ws = 0) solely, and (ii) considering the team’s
satisfaction (wa = 0 and ws = 1) solely. It also includes any
function that (iii) proportionally considers the two parties
(wa + ws = 1 with wa > 0 and ws > 0).

7 Empirical analysis

Our empirical analysis aims to evaluate each of the core AI
services that compose the AI4Citizen pilot. Unfortunately,
we had to fragment our evaluation and conduct separate
empirical analyses on each component due to the pandemic
(COVID-19) since the School-Work Alternation programme
was cancelled. Thus, Section 7.1 empirically explores using
FastText that yields better performance. Thereafter, in Sec-
tion 7.2, we involve high-school students in the evaluation
of the usability of our chatbot. Finally, in Section 7.3, we
analyse the time required by our team formation service to
provide allocations over real-world data. Furthermore, we

conduct a validation of the algorithm’s recommended allo-
cations with the aid of experts. Thanks to the results of our
empirical analysis, we conclude that the AI4Citizen pilot is
ready for deployment in a real-world setting.

7.1 Evaluation of competence and skill extraction

This section aims to evaluate the extraction capabilities of
the CSE tool introduced in Section 4. Recall that the CSE
tool results from combining the ESCO Ontology [13] and
FastText [16], allowing us to relate the texts taken from a CV
with job offers by associating them to the competencies in
the ESCO Ontology.

To evaluate the CSE tool, we performed two different
experiments. In both experiments, we used competencies,
CVs, and job offers described in Italian. For the first
experiment, we adopted the FastText similarity algorithm
out-of-the-box: (i) first, the description of the competence
in natural language is converted into a vector; (ii) similarly,
vectors are also computed from all the competences present
in ESCO, written in the same language of the required com-
petence; (iii) the cosine between the vector in (i) and each
of the vectors in (ii) is calculated, and the results are ranked.
The higher the cosine, the more similar the texts behind.

Let d be the text we want to compare with the compe-
tencies in ESCO. First, all the documents (job descriptions,
CVs, ESCO descriptions of competencies) are pre-processed
using Tint [45], a tool for analysing texts written in Italian.
With Tint, we perform some pre-processing steps such as
tokenisation, sentence splitting, and lemmatization6, so that
words such as andavano, vado are all referred to the main
form andare.

After that, vectors for each word are obtained using Fast-
Text. A document can therefore be represented as an ordered
list of vectors:

d = (v1, v2, . . . , vnd )

where vi is the vector representation of the word wi , being
nd the length of the document in term of words.

Following [46], all the vectors can be merged into a single
one by computing the average of them, document by docu-
ment. Each document d is therefore transformed in a single
vector vd as follows:

vd = v1 + v2 + · · · + vnd

nd
.

6 There are common tasks in Natural Language Processing: (i) the
tokenisation splits the text into words; (ii) the sentence splitting phase
tries to understand, using a mix of heuristics and machine learning,
where sentence boundaries are; (iii) the lemmatisation provide the base
lemma for the words, a task which difficulty depends on the language,
and it is particularly hard for Italian.
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Finally, we use as a similarity function the cosine between
two vectors. Let d and e be two documents, and vd and ve be
their corresponding vectors. The cosine similarity between
them is calculated as follows:

cosα = vd · ve

|vd | · |vd |

whereα is the angle between vd and ve. The smaller the angle
(and therefore, the larger the cosine), the more similar are the
two documents.

For the second experiment, we added a pre-processing
phase where only the most relevant words are taken into
account, using TF-IDF (term frequency-inverse document
frequency) [47], using an approach similar to the one
described in [48].

TF-IDF is a statisticalmeasure that reflects the importance
of a word in a set of documents. The intuition is that a term
occurring in many documents is not a good discriminator,
and hence it should be given less weight than words that
occur in fewer documents. The TF-IDF function measures
the importance of a term in a particular document: it grows
proportionally to the number of times the terms are used in the
document, but it decreases proportionally to the frequency of
the term in the whole collection.

The function is the product of the two components, TF
and IDF. Let t be the term and d the document:

tf(t, d) = ft,d∑
t ′∈d ft ′,d

idf(t, D) = log
N

1 + |{d ∈ D : t ∈ d}|

where N = |D| is the number of documents in the set D.
Once we have computed the TD-IDF value for each term

and document, our goal is to use that function to remove
from the set of words both the terms that are too rare and
those that—conversely—are too common in the ESCO cor-
pus.We then set two parameters, fmin andwmin, respectively,
the minimum frequency of a word in the ESCO ontology and
the minimum TF-IDF weight. We test different settings with
a matrix of possible values and find out that the best values
wrt. our evaluation is fmin = 5 and wmin = 2.0. We then
filter out terms that appear less than 5 times in the whole set
of documents and words whose TF-IDF value is less than
2.0.

After these pre-processing steps, documents are processed
as already described above.

To evaluate the approaches, we ask teachers from high
schools in Italy to annotate some sentences written in Italian
taken from the “Alternanza Scuola-Lavoro” project, plus a
set of custom sentences written from scratch by the teach-
ers themselves. The first ten competencies from ESCO were

Table 2 Accuracies extracting competencies from free text

Sentences TF-IDF + FastText FastText
correct incorrect correct incorrect

Predefined 309 127 287 145

Manually written 53 56 47 61

shown for each sentence, and teachers were asked to anno-
tate whether they were relevant to the input sentence or not.
A total of 20 teachers took part in the experiment, anno-
tating 368 pre-defined sentences and 65 manually written
sentences. Table 2 shows the number of sentences that were
annotated as correct and incorrect in the first two ESCO com-
petencies of the ranking.

Results show that both algorithms are effective on pre-
defined sentences, and in particular, the pre-processing using
TF-IDF increases the accuracy compared to the plain use of
FastText. By analysing the sentences the teachers wrote, we
can see a massive difference in the ratio between correct and
incorrect in the two sets. This is due to the freedom left to the
teachers, which led them to enter texts that are too long or too
short concerning the average descriptions of competencies in
ESCO, yieldingmore challenging examples to the algorithm.

Generally, the system performs well, and our experiments
allowed us to understand which algorithm performs better.
Most of the inaccuracies are due to the imbalance of the
ESCO ontology: some branches are very detailed, while oth-
ers are often poor ormissing at all. Both the approaches (with
and without TF-IDF) are easy to extend to any language, as
long as both FastText and ESCO are available in that lan-
guage.

Since the pre-processing phase using TF-IDF outperforms
Fastext alone, we use that algorithm in the AI4Citizen pilot.
Notice that our algorithm is publicly available onGithub [18].

7.2 Evaluation of the chatbot usability

We evaluated the usability of the chatbot involving three high
school classes of two different technical institutes for a total
of 55 students:

• 20 students from a fourth class of a technical institute
(referred to as Class1)

• 17 students from a fifth class of the same institute
(referred to as Class2)

• 18 students of a fourth class of another institute (referred
to as Class3)

We only involved students of technical institutes because
these types of schools require their students to do long peri-
ods of SWA (school-work alternation) activities.
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Table 3 CUQ scores per class CUQ Score Lowest Score Highest Score Median Score

Class1 41.1 ± 11.5 26.56 68.75 39.06

Class2 58.0 ± 21.9 21.90 85.94 64.10

Class3 63.0 ± 13.8 37.50 89.10 61.70

7.2.1 Procedure

The students of Class1 and Class2 were in their classroom
assisted by their professor, whereas the researchers who
organised the evaluation were remotely connected to the
classroom due to the constraints imposed by the pandemic.

The students of Class3 were remotely connected to a vir-
tual meeting room. Two professors chaired the evaluation
activity from the school classroom connected to the virtual
meeting room.

The evaluation activity consisted of three phases:

1. Each student logged into the chatbot using their private
institute’s credentials and worked on a given mission.

2. After completing the mission, they filled in a question-
naire composed of the Chatbot Usability Questionnaire
(CUQ) plus four open questions (see Appendix A for
detail about the questionnaire).

3. Finally, the researchers give a short presentation of the
AI4EU project to inform students about the context of
the evaluation test.

The mission given to the students consisted of (a) under-
standing if they had to do an internship this school year and
(b) choosing three internships of interest. Class3 also had a
third mission consisting of (c) looking at how to reach the
companies of the formerly chosen internships and opening
their website.

We enhanced the chatbot between the different assess-
ment phases within this real-life experimentation. Since the
students interacted freely with the chatbot, we enriched the
intent recognition with the students’ expressions using the
platform’s monitoring feature. We also identified that a few
students were too restrictive in expressing their preferences,
which ultimately did not enable them to complete their mis-
sion (e.g., the selection of 3 choices), causing frustrations.
We modified our chatbot to guide them better to alleviate
these restrictions and select other internships. We were also
enabled to connect to the company website and to look at
their precise locations taking into account informal remarks
from the first class. The improvement of the results (see
Table 3) showed how these relatively simple enhancements
drastically changed the student experience and enabled a
more significant proportion to complete their mission (see
Table 4).

7.2.2 Results

The scores of the CUQ questionnaire filled in by the students
are reported in Table 3. When asked if it was easy to solve
the given mission, 65% of the participants (36 students) said
yes (see Table 4 for details). When asked what they liked
most about the chatbot, 21 students (38% of the participants)
answered that they liked to receive information on internship
offers; 16 students (30%) answered they liked the interaction
with the chatbot. When asked about suggestions for improv-
ing the chatbot, we got many interesting answers that helped
improve it. Seventeen students recommended expanding the
vocabulary of allowed inputs. They would have preferred
more tolerance in the type of questions they could enter.

7.2.3 Discussion of the results

From the data obtained with the CUQ questionnaire, it
emerges that usability problems still need to be solved, even
if the score has improved from the first to the third experi-
mentation (see Table 4).

Despite the fact that the chatbot still has usability issues,
students liked being able to use this modality to get informa-
tion about their internship.

Interestingly, our results showed that students still believe
that interactingwith a chatbot is the same as interactingwith a
person. They would like to use a completely free vocabulary,
not constrained at all. This issue has to be considered in future
versions of the chatbot.

7.3 Evaluating the team allocation algorithm

In this section, we evaluate the capability of our team alloca-
tion algorithm to cope with real-world problems. Moreover,
we evaluate the quality of the team allocations that it com-
putes with the aid of experts. More precisely, Section 7.3.2
details the analysis of the solution quality, runtime perfor-

Table 4 Answers for question Q17

Q17. Was it easy to solve the task?
Answer Class1 Class2 Class3 Total

Yes 11 10 15 36

No 9 7 3 19
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Fig. 7 Competence quality of
our algorithm along time

mance and anytime capabilities of Edu2Com when pitched
against CPLEX V12.10.0, a state-of-the-art linear program-
ming solver, over synthetic data. Section 7.3.3 reports on
the solution quality and time performance of Edu2Com
when solving several problem instanceswith real-world data.
Finally, Section 7.3.4 details the validation of the quality of
allocations by experts.

7.3.1 Empirical settings

The implementation of Edu2Com, along with all the nec-
essary supporting code, was made in Python3.7. All the
experiments ran on a PCwith Intel Core i7 CPU, 8 cores, and
8Gb RAM. In our experiments below, we set our algorithm’s
parameters to: compute similarity with κ = 0.35, λ = 0.75;
perform one exhaustive-pairing every 50 single-pairings;
stop the algorithm after two blocks of single-pairings and
exhaustive pairings have elapsed with no improvements.

7.3.2 Quality, runtime and anytime analysis

Synthetic Data Generation. To compare our heuristic algo-
rithm against the optimal solver, we created three sets of
problem instances with varying sizes (small, medium, and
large), all with solutions that CPLEX could obtain within
acceptable time limits. The problem instances were created
with the process described below. Initially, we determined
the number of tasks by selecting from the set {10, 15, 20}.
Then, for each task τ , we randomly selected: the team size
sτ ∼ U(2, 3), the number of required competencies |Cτ | ∼
U(2, 5), the set of |Cτ | competencies from the ESCO ontol-
ogy, and an importance weight for each competence c ∈ Cτ

as wτ (c) ∼ N (
μ = U(0, 1), σ∼U(0.01, 0.1)

)
.7 After that,

for each task τ , we created sτ agents so that each agent
acquires competencies that either a required competence in
Cτ or a child node (in ESCO) of a required competence. In

7 Note that any weight sampled below 0 is considered as 0, and any
weight above 1 is considered as 1.

total, we evaluated solving 60 problem instances of varying
sizes. Specifically, we considered three data families contain-
ing 20 instances each, where each problem instance involves
(1) 10 tasks and on average ∼ 24.5 agents in the low-size
family, (2) 15 tasks and on average ∼ 37.7 agents in the
middle-size family, and (3) 20 tasks and on average ∼ 50.55
agents in the large-size family.
Quality analysis. Figure 7 illustrates the quality of the solu-
tions build with our algorithm, Edu2Com, across time. As
quality, we consider the ratio of the overall competence affin-
ity of a solution against the competence affinity of the optimal
solution computed by CPLEX. In the figure, we see the aver-
age of over 20 problem instances per data family (low-size,
middle-size, large-size). As we can see, Edu2Com always
reaches the optimal solution. That is, our algorithm exhibits
quality 1 in all instances across every data family.
Runtime analysis. The greatest advantage of our heuristic
algorithm is that it is much faster than CPLEX. Table 5 shows
the time we can save with respect to CPLEX to reach opti-
mality. Overall, using our heuristic can save from ∼52% to
∼65% timewith respect to CPLEX. Specifically, for problem
instanceswith 10 tasks (small scenario), we save∼ 56% time
wrt. CPLEX; for problem instances with 15 tasks (medium
scenario), we save ∼ 52% time; and, for problem instances
with 20 tasks (large scenario), we save ∼ 65% time wrt.
CPLEX. We should note that the primary time-consuming
task for CPLEX is building the LP encoding the problem.
Anytime analysis.Our algorithm reaches high-quality solu-
tions (with quality above 0.8) in ∼ 6.4% to ∼ 12.6% of
the time required by CPLEX to yield a solution. Let topt be
the time in seconds that CPLEX needs to yield a solution.

Table 5 Time savings to converge to an optimal solution wrt. CPLEX

Scenario Time Savings wrt. CPLEX(%)

Small-Size (10 Tasks) 56%

Medium-Size (15 Tasks) 52%

Large-Size (20 Tasks) 65%
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Table 6 Quality of the solution as time progresses, the time needed in seconds, and the proportion of time compared to the time required by CPLEX
(topt )

Quality Small Scenario (10 Tasks) Medium Scenario (15 Tasks) Large Scenario (20 Tasks)
Time (sec) Portion of topt Time (sec) Portion of topt Time (sec) Portion of topt

≥30% 0.091 2.25 · 10−5 1.451 3.31 · 10−3 2.564 1.135 · 10−3

≥65% 17.51 0.043 54.608 0.125 227.93 0.119

≥80% 26.313 0.064 65.251 0.149 238.715 0.126

≥90% 36.061 0.088 83.205 0.189 400.796 0.219

100% 49.806 0.122 110.38 0.252 515.085 0.271

Edu2Com finds the first solution: (1) after 2.25 · 10−5 · topt
(=0.091) seconds with a quality 32% of the quality of the
optimal in the small-size scenario, (2) after 3.31 · 10−3 · topt
(=1.451) seconds and 30% in the medium-size scenario, and
(3) after 1.35 · 10−3 · topt (=2.564) seconds and 28% in the
large-size scenario. In Table 6, we provide the time needed by
Edu2Com to reach a solution of a certain quality and the por-
tion of time compared to topt . Notably, our algorithm reaches
a solution of quality above 80% in (1) 0.064 · topt seconds
in the small-size scenario, (2) 0.149 · topt in the medium-
size scenario, and (3) 0.126 · topt seconds in the large-size
scenario.

7.3.3 Solving real-world problems

In this empirical analysis section, we used real-world data.
In more detail, we use 100 profiles of students and 50 intern-
ship programs, with the competencies described in the ESCO
ontology [13]. There are 118 distinct competencies in the stu-
dents’ profiles, each acquiring ∼ 11.98 competencies, while
there are 34 distinct competencies in the internship programs’
description, each requiring 4 competencies (minimum 2,
maximum 15).

This analysis aims to highlight the scalability of the
problem as tasks’ required team sizes increase and assess
Edu2Com on handling the problem. Notably, the actual data
regarding the tasks (internship programs) did not specify
the team size. Thus we synthetically populated the problem
instances with specific team sizes. [28] points out that teams
within classrooms shall have at most five members. As such,
we considered problem instances where all tasks require the
same team size, ranging in [2, 5]. Moreover, we considered
problem instances with varying required team sizes. Specif-
ically, the problem instances contained tasks requiring team
sizes ranging in [2,3], [2,4], [2,5], [3,4], [3,5], and [4,5]. In
each problem instance, the number of tasks requiring a spe-
cific team size is uniformly distributed across the team sizes
in the corresponding range. As we discuss in Section 7.3.5,
we cannot optimally solve instances with 100 agents, 50
tasks, and the aforementioned team sizes.

Analysis. In Fig. 8, we show our findings with respect to
the time needed by our algorithm to converge to a solution.
Each bar in Fig. 8 illustrates the average time (in minutes:
seconds) over 20 problem instances per required team size.
Here we highlight that Edu2Com converge to a solution in
less than 50 minutes, especially in large settings that con-
tain tasks requiring teams of size 5. Our experiments showed
that Edu2Com needs less time to solve instances containing
tasks requiring smaller team sizes—such a result is expected
since the search space is much smaller in small team-size
instances. Specifically, we observe that solving a problem
instance with team size 2 requires less time than a problem
instance with team size 3, which in its turn requires less time
than a problem instance with team size 4, which in its turn
requires less time than a problem instance with team size 5.
Moreover, notice the time needed for finding a solution in
problem instances with tasks requiring team sizes in a range
[a, b]. In such problem instances, the time needed to find a
solution falls between the time Edu2Com needs to solve (a)
problem instances requiring teams only of size either a or
b, and (b) instances requiring teams in team sizes in ranges
[a, b − 1] and [a + 1, b]. In the hardest scenario where all
tasks’ required team size is size 5, Edu2Comyields a solution
in (approximately) less than 50 minutes. Given that this pro-
cess does not need to be performed in real-time with highly
demanding time constraints (i.e., we do not need to come
up with a solution within a few seconds), it is acceptable.

Fig. 8 Time in Min:Sec required as team sizes grow
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Notably, the educational authorities spend much more work-
ing time matching students to internships since the current
practice is to do it manually; while solving the problem opti-
mally with the means of an LP is infeasible since we cannot
even generate the LP in time. Hence, our findings confirm our
algorithm’s feasibility in large problem instances and show
that Edu2Com can handle the team allocation problem in this
education scenario.

7.3.4 Validation by experts

In the last part of our empirical analysis, we focus on validat-
ing our algorithm by educational authorities with experience
in allocating students to internship programs. To do so, we
pitched Edu2Com against teachers with such experience—
we refer to them as experts. In more detail, we consider
a synthetic problem instance—similar to the actual-world
problem instances we employed in Section 7.3.3—with 100
agents (students) and 50 tasks (internships) requiring teams
of sizes 1, 2 and 3. The problem instance used here is the
largest regarding the number of tasks we can generate with
the 100 student profiles at hand. Notably, solving this prob-
lem optimally (e.g., with CPLEX) would require more than
1.8 million decision variables.

Then, we followed the process below. Given the syntheti-
cally generated problem instance: (1) an expert matches each
internship with a student team by hand, (2) Edu2Com com-
putes an allocation of students to internships, and (3) we
randomly allocate a student team to each internship. Hence-
forth, gexpert, gedu2com, and grandom stand for the allocations
built with each method, respectively. Next, we task eight
experts with experience in the allocating process to assess
and compare the three allocations, ignoring bywhichmethod
each allocated was built—we refer to these experts as evalu-
ators. Notably, regarding the time needed to reach a solution,
Edu2Com required less than 1 hour and 45 minutes to build
an allocation. In contrast, the expert needed approximately
the time of a working week, including studying, analysing
and matching each internship with a student team.
Evaluation Process. We asked each evaluator to study
and assess the three allocations. Specifically, the evaluators
should mark the team allocated to each internship as follows:
1 for high quality, 2 for medium quality, and 3 for low qual-
ity. Moreover, the evaluators were allowed to mark with the
same value teams assigned to the same internship that were
produced by different methods in case they considered the
teams were of the same quality
Handling missing data During the final analysis, we
encountered a challenge of missing data where the expert
could not form a team for every internship. Specifically, out
of the 50 internships, the expert failed to provide a team
for 13 of them, resulting in 23 students out of 100 being
without internships. As a result, the evaluators had to work

Fig. 9 Single winner: Edu2Com vs Expert vs Random. Percentage out
of 29 tournaments

with incomplete data and provide incomplete evaluations.
The absence of expert allocation for some tasks prevented the
evaluators from rating all three allocation methods (gexpert,
gedu2com, and grandom). An auxiliary mark of 4 was used to
signify themissing allocation, indicating absence, whichwas
considered worse than a low-quality mark (mark 3). As a
result, all evaluators marked any missing allocation with a
four. Additionally, the evaluators missed marking the teams
of some internships, resulting in low-quality marks (mark 3)
for missing evaluations.
Analysis. Our analysis aims to determine the best method
for allocating student teams to internships, founded on the
evaluators’ assessments. For that, we consider the evaluation
of the teams assigned to each internship as a tournament,
while a tournament involves three rounds of competing pairs:
(1) Edu2Com vs Expert; (2) Edu2Com vs Random; and (3)
Expert vs Random.

The evaluators’ marks serve as the means for determining
the winning allocation method for each round and, therefore,
for each tournament. The allocation method that receives the
higher aggregated mark in a round is declared the winner of
that round and earns one point for the corresponding intern-
ship assignment. If in a round two internship assignments are

Fig. 10 Tie with two winners: Edu2Com vs Expert vs Random. Per-
centage out of 17 tournaments
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of the same quality, i.e. there is a tie, both of their allocation
methods receive half a point. By tallying the points earned
from each round of the tournament, we utilise the Copelandα

voting rule [49] (with α = 0.5) to determine the overall win-
ner. This voting rule is shown in [50] to be “resistant to all
the standard types of (constructive) electoral control.” In a
nutshell, the allocation method that accumulates the highest
number of points throughout the three rounds is declared the
tournament winner. Again, if there is a tie between two allo-
cation methods, each one earns half a point. For instance,
suppose that for a given tournament, 8 evaluators considered
the heuristic algorithm (Edu2Com) the best assignment, 5
evaluators preferred the expert’s allocation to the random
one, and 2 evaluators equally favoured both the expert and
the randomallocation. Thiswould result in the heuristic algo-
rithm earning 8 points, the expert’s allocation receiving 6
points, and the random allocation getting 2 points. Therefore,
the tournament winner, in this case, would be the heuristic
algorithm.

In each tournament, there can be three outcomes: (i) a
single winner, (ii) a tie with two winners, or (ii) no winner.
Our analysis shows that 58% out of 50 tournaments declared
a single winner, 34% declared two winners in a tie, and 8%
declared nowinner. Figure 9 illustrates the tournament results
that declared a single winner. As we can see, 55.17% of
these tournaments were announced as the winning allocation
method Edu2com, the heuristic algorithm, 34.48% of them
were announced as the winning allocationmethod the human
exert, while 10.35% of the tournaments were won by the
random allocation method. As such, our heuristic algorithm,
Edu2Com, was the preferred allocation method to allocate
student teams to internships.

Now, in Fig. 10, we report the tournaments announcing
a tie with two winners. As expected, the majority of the
tournaments (52.92%) declared a tie between the methods
of our heuristic algorithm and the human expert. Overall,
Edu2Com was announced as a winner in a tie in 88.23%
of the tournaments. To summarise, our analysis indicates

Fig. 11 Problem instance configurations (number of agents, number of tasks, and team sizes) solvable by CPLEX. Red squares correspond to
configurations that CPLEX cannot solve (because it runs out of memory), while green squares correspond to configurations that CPLEX can solve
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Fig. 12 High-risk AI scenarios
described in Annex III of
European AI Act proposal

that expert evaluators deem our proposed heuristic algo-
rithm as the method of choice to assign teams of students to
internships.

7.3.5 Reasonable time limits for response and limitations of
optimal solving

In Sections 7.3.2-7.3.4, we systematically evaluated our
proposed heuristic algorithm, Edu2Com. First, we pitched
Edu2Com against CPLEX, and then we challenged it to
solve real-world problem instances. Notably, the problem
we address here does not require a real-time solution within
tight time limits. As we stated in Section 7.3.4, a human
expert may require a whole week in order to arrange a
real-world school-work alternation programme, namely to
solve a real-world problem instance with around 100 stu-
dents and 50 internships. As such, we believe that 24 hours
is a reasonable computing time for solving the problem. As
mentioned in Section 7.3.3, CPLEX cannot cope with real-
world instances. The purpose of this section is to empirically
characterise the instances that we can optimally solve, and
hence the limits of CPLEX as requested by the reviewer.
Figure 11 shows the configurations of problem instances (in
terms of the number of agents, number of tasks, and team
sizes) that CPLEX can optimally solve. Green squares show
problem instance configurations that CPLEX managed to
solve, whereas red squares show problem instance config-
urations that CPLEX could not solve (because it runs out
of memory). The figure shows that CPLEX cannot handle
real-world problem instances (with 100 agents and 50 intern-
ships) unless we limit team size to 2. This is very limiting
because it forces us to team up agents in pairs, which is
not realistic because, as pointed out in [28], educational sce-
narios require teams of sizes up to 5. As we increase the
team size from 2 to 5, the range of configuration of prob-
lem instances that CPLEX can optimally solve dramatically
decreases. We empirically observe that CPLEX did not man-
age to solve problem instances that lead to an LP containing

more than around 8 · 105 decision variables. Figure 11 char-
acterises the frontier of configurations of problem instances
that CPLEX can optimally solve.8 We highlight that the solv-
ing time depends on (1) the number of agents, (2) the number
of tasks, and (3) the required team sizes (by all tasks), with
the number of agents and team size being themost influential.

8 Privacy and responsible AI

From the inception of the AI4EU project, the AI4Citizen
pilot had a special duty to address privacy and responsible
AI thoughtfully. These topics are critical for accepting AI-
based services run by governments and government agencies
and reducing the fear of dystopian scenarios. The SWA case
study itself is particularly demanding since the system needs
to interact with minors, which are considered vulnerable by
the GDPR [51]. Supporting the decision of the recommenda-
tion for internships is also critical and, albeit different, closely
related to the high-risk scenarios identified in the recent pro-
posed European Artificial Intelligence Act [52] shown in
Fig. 12 concerning vocational training and employment.

During the design phase, considering the GDPR and in
an attempt to comply with the existing contract between
FBK and the region of Trento, we designed our solution to
minimise the personal information exchanged between the
system components. For example, the match between stu-
dents and internships is done by a component hosted within
the FBK network. Similarly, the matching algorithm only
manipulates a set of preferences without access to students’
names or other PII. The information exchanged by the com-
ponents is clearly described by a set of public APIs avoiding
direct access to the underlying database. Finally, commu-

8 In the Appendix C we include the frontier of configurations of prob-
lem instances along with the number of decision variables involved in
the corresponding LPs and required solving time.
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nication is done over secure communication channels with
client authentication.

For the usage of AI, we analysed the intent of the automa-
tion and the impact on the two types of users - students
and professors - of the solution. For students, our solution
gathers the students’ preferences by recommending a set
of proposals based on the tagging done by the school and
automated mapping to the job ontology, the fit between the
individuals’ offered skills and the internship required skills
(provided as information). At the same time, nothing pre-
cludes a student from choosing an internship that exhibits
a lousy fit. Since we lack feedback information (see Sec-
tion 9), we, unfortunately, cannot currently provide further
recommendations based on former students’ experiences.
The professor ultimately does the practical assignment of
students to internships. Our system—through the Edu2Com
component— provides a recommendation to rely on based
on the preferences expressed by the different students and
their acquired skills, mimicking the professor’s behaviour
but exploring the different combinations exhaustively. Still,
to support the professor in taking an informed decision, we
provide metrics that capture the overall solution fit, the group
fit and the individual fit (see Section 6 for details). In the last
version of the system, we also introduced the possibility for
the professor to challenge certain choices by asking targeted
questions.

To cross-check the soundness of this approach, we evalu-
ated our solution - each component and the global solution -
against the preliminary questionnaire provided by theAI4EU
ethical expertsmainly inspired by theALTAI guidelines [53].
We did not detect violations of these principles, and all
components were below the high-risk level threshold. This
collaboration contributed to the evolution of the assessment
questionnaire later published in [54].

9 Perspectives for an actual-world
deployment

In order to better understand the potential business value of
the AI4Citizen scenario, we decided to use the Data-Driven
Innovation Framework (DDI) [55] to help us develop a con-
sistent strategy and explore all the dimensions of our use
case. The DDI Canvas was developed as a guide in exploring
all relevant dimensions on the supply and demand side of
data-driven innovation in a systematic manner. Using such a
methodology in a research project is unusual but was vital to
understand better (1) the data required to realise a full fledge
version of our proof of concept, (2) to identify the network
of actors required to achieve this vision and (3) to discover
some avenues to make such software sustainable. As seen
in Fig. 13, we identified the primary proposal value for three
personas and the data sources to implement our scenario best.

Concerning data, the main gap was the lack of stu-
dents’ feedback on former internships to enhance the advice
provided by the system. Similarly, collecting more data
was needed in order to improve the process itself and be
able to capitalise on past students’ interviews. We strongly
recommend that the institutes systematically collect such
information and eventually share this data (upon anonymisa-
tion) across institutes; this will be a unique way to propose
better support to students.

Concerning the ecosystem, while the institutes and the
Ministry of Education are themain actors, we believe that the
students may benefit from opening up to the business social
network, such as LinkedIn, Twitter, and Glassdoor, reflecting
the current practices in the business world in alignment with
the rationales behind the SWA. While this can only apply to
18 years old students, this will enable them to start build-
ing a professional presence and business network, sharing

Fig. 13 Business perspective of the SWA scenario using DDI
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insights on their experience and eventually getting acknowl-
edgements from their mentors or people from companies.
With the proper connectors, this information can also be a
way to generate information that can also be retrofitted to the
system to enrich a reputation system.

Besides education, we have found further applications of
Edu2com, our novel algorithm, to group students into teams.
Thus, we have adapted Edu2Com to support team forma-
tion in open innovation and team formation for social impact
tasks. On the one hand, we have employed Edu2Com to form
teams to tackle innovation challenges (posed as tasks) in the
realm of the H2020 Crowd4SDG project [56] (supporting
the events of GEAR Cycle 2 and GEAR Cycle 3). On the
other hand, in collaboration with YOMA-Africa [57], we
have employed Edu2Com to form teams of young volun-
teers to carry out social impact tasks. More precisely, we
have used Edu2Com to form teams that undertake commu-
nity clean-up missions9, matching each team with a location
to collectively clean.

Finally, the cost to deploy, maintain and enrich such sys-
temsmay benefit from amodern approach that leverages both
the institutions and other actors.While one can argue that it is
against educative system ethics, a too-conservative approach
and the impact on resources to develop intelligent software
may pave the way for private companies that will propose
orientation services that will be accessible only to privileged
students.

10 Conclusions

This paper focuses on providing AI-based decision sup-
port tools for the School-Work Alternation programme. Our
technology, the AI4Citizen pilot, is meant to facilitate the
programme’s implementation, which is called to support the
development of skills for the employability of new genera-
tions.Our technology ismeant to serve twoprimarypurposes.
First, we expect a dramatic reduction in the time required to
allocate students to internships. This is because, nowadays,
implementing the SWA programme requires much manual
intervention from public servants in schools. Second, our
technologyhas been conceived to foster innovation in thepro-
gramme.This is because ourAI-based systemallows teams to
be allocated to internships, enabling team-based learning and
the acquisition of teamwork skills. Since one of the aims of
the SWA programme is to spur the development of students’
soft skills [2], working in teams would foster the learning of
the soft skills that are considered as crucial for collaboration
and teamwork [11].

9 See the public call published by Yoma Africa on Twitter at http://
bitly.ws/DUPp.

From an applied AI perspective, the AI4Citizen pilot
results from pipelining a variety of AI technologies: (1) NLP
algorithms for extracting competencies and skills offered by
students in their curricula and requested by companies in
their internship offers, and for, later on, matching them; (2)
a chatbot to assist students in getting acquainted with the
internships offered and select the ones they like best; (3) a
novel algorithm to group students into teams to allocate them
to the internships on offer. Interestingly, the development of
each one of theAI technologies in theAI4Citizen pilot results
from a different approach. First, the development of our NLP
algorithms is founded on state-of-the-art NLP techniques.
Second, the development of our chatbot employs commer-
cial chatbot technology. Third, our algorithm to match teams
to internships called for novel research contributions. Finally,
we conducted an exhaustive empirical analysis of each one
of the AI components in the AI4Citizen pilot. Our results
indicate that the AI4Citizen pilot is ready for deployment in
a real-world setting.

We envision several paths to future research. First, since
our results indicate that our pilot is ready for deployment,
FBK will investigate plans to gradually integrate its compo-
nents into their current SWA application, starting with the
Competencies and Skills extraction component.

Second, we would like to enrich our experiments along
two directions that were planned at the outset of the AI4EU
project but were not possible because of COVID-19. On the
one hand, along the lines of [10], we would like to com-
pare the performance at work of the teams composed by
our algorithm versus teams composed by experts to quantify
the learning benefits of our approach. On the other hand, it
would be interesting to explore the employment of a coaching
chatbot that will engage students proactively in an event-
driven way (e.g., an internship of interest became available,
a deadline is approaching, an achievement improved the stu-
dent’s profile) also tackling the following phases of SWA
(e.g., internships, feedback collection).

Third, we would like to explore and consider objec-
tives beyond competencies and preference satisfaction when
matching student teams to internship programs. In par-
ticular, we may consider objectives that the literature in
Psychology and Social Sciences has identified to benefit
teamwork. Along this direction, an interesting, additional
objective to consider is the diversity of personalities within
teams. As shown in [5, 58], teams with diverse personalities
are more effective and perform better (as a team). Another
important objective positively affecting teamwork is social
cohesion [59, 60]. Social cohesion refers to the cohesion
of relations between team members. High social cohesion
within a team influences the team’s performance positively.
Similarly, we could consider maximising the consensus
among team members or minimising conflicts and disagree-
ments [61]. Furthermore, many educational institutions and
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organisations try to form diverse teams concerning national-
ity or cultural backgrounds to promote cultural exchange.

Finally, a very interesting line of research is that of build-
ing contrastive explanations [62] that help explain the team
formation algorithm’s decisions to students and those in
charge of running the programme.
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Appendices

Appendix A. Our questionnaire

In this appendix, we describe the questionnaire we used for
evaluating the usability of our chatbot. This questionnaire
consisted of the Chatbot Usability Questionnaire (CUQ) plus
four open questions. CUQ is a questionnaire specifically
designed for measuring the usability of chatbots by an inter-
disciplinary team from the Ulster University [63]. Chatbots
are conversation-driven systems. The most popular usability
metrics, such as the System Usability Scale (SUS) [64], may
not be suitable for evaluating their usability. However, the
CUQ is designed to be comparable to SUS. They are both
based on the rating scale proposed in Table 7.

The sixteen questions in the CUQ are shown in Fig. 14.
The four open questions we entered in our questionnaire

are the following:

Q17. Was it easy to solve the task?

Q18. What did you like about the chatbot?
Q19. What did you not like about the chatbot?
Q20. Do you have any suggestions for improving the chat-

bot?

Appendix B. Theorems and proofs

Theorem 6.5 The Non-Overlapping Many Teams to Many
Tasks (NOMTMT) allocation problem is NP-hard.

Proof We can decide whether a given solution is feasible in
polynomial time (O(ν) where ν = ∑

τ∈T sτ ). We now show
that the problem is NP-hardby using a reduction from the
binary combinatorial auction winner determination prob-
lem (BCAWDP) for single-unit auctions, which is shown to
be NP-hard [40]. An instance of BCAWDP for single-unit
auctions is given by a set of items I tems = {1, 2, · · · , n},
and a set of bids Bids = {B1,B2, · · · ,Bx }. A single bid
B j = (S j , p j ) consists of a subset of items S j ⊆ I tems,
and a price p j ≥ 0 that the buyer is willing to pay in order
to get the items in S j . Given an instance of BCAWDP, we
construct an instance of the NOMTMT allocation problem
as follows: “For each item in I tems we create a dummy
agent. For each set of bids over κ items, we define the set
Bκ = {B j ∈ Bids : |S j | = κ}. From Bκ , we create |Bκ |
tasks of size κ . Moreover, given a bid B j ∈ Bκ , its items S j

make a candidate team for all tasks of size κ with matching
quality p j . In case there are more than one (e.g., ξ > 1)
bids over the very same items offering different prices, since
ξ ≤ |Bκ |, we allow each distinct price be the matching qual-
ity of the set for exactly one task, while only the highest
price can be the matching quality of the team for more than
one tasks. Any set of κ items that do not appear in the bids,
are assumed to have a zero matching quality.” Note that the
above corresponds to an NOMTMT instance where the num-
ber of available agents are less than the number of required
agents by all the tasks at hand, as described in [65]. The
NOMTMT allocation problem has a feasible solution if and
only if BCAWDP has a solution, which is shown to beNP-
hard. ��

Typically, the winner determination problem for combi-
natorial auctions can be cast and solved as a linear program.

Table 7 General guideline on SUS score interpretation

SUS Score Grade Adjective Rating

> 80.3 A Excellent

68 − 80.3 B Good

68 C Okay

51 − 68 D Poor

< 51 F Awful
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Fig. 14 The CUQ questionnaire

Appendix C. Frontier of problem instance
configurations that CPLEX can solve

The required time is average over five problem instances per
combination 〈number of tasks, number of agents, team size〉
(Table 8).
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Table 8 Frontier of problem
instance configurations (number
of tasks, number of agents, team
size) along with the number of
decision variables and required
solving time

Number Number Team Number of Required Standard
of Tasks of Agents Size Decision Variables Time(sec) Deviation(sec)

10 100 2 49500 376.3446 17.45

20 100 2 99000 836.6631 17.29

30 100 2 148500 1153.8280 28.03

40 100 2 198000 1958.0188 74.93

50 100 2 247500 2305.5095 90.82

10 70 3 547400 4588.9023 74.45

20 60 3 684400 5505.4640 94.48

30 50 3 588000 5107.8094 181.27

40 40 3 395200 4045.5223 73.42

50 40 3 494000 4188.8293 179.38

10 30 4 274050 2386.0373 280.69

20 30 4 548100 5377.4400 408.94

30 20 4 145350 1328.7434 152.06

40 20 4 193800 1776.9613 193.64

50 20 4 242250 2228.5940 20.16

10 20 5 155040 1539.4960 243.25

20 20 5 310080 2906.0331 746.35

30 20 5 465120 6243.2947 61.33

40 20 5 620160 8438.8540 230.19

50 20 5 775200 8468.0339 130.67
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