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Abstract

Nilpotent Minimum logic (NML) is a substructural algebraizable logic that is a distinguished member of the family of systems
of Mathematical Fuzzy logic, and at the same time it is the axiomatic extension with the prelinearity axiom of Nelson and
Markov’s Constructive logic with strong negation. In this paper our main aim is to characterize and axiomatize paraconsistent
variants of NML and its extensions defined by (sets of) logical matrices over linearly ordered NM-algebra with lattice filters
as designated values, with special emphasis on those that only exclude the falsum truth-value, called non-falsity preserving
logics. We also consider turning these non-falsity preserving logics into Logics of Formal Inconsistency by expanding them
with a consistency operator, and we axiomatize them as well. Finally, we provide a full description of the logics defined by
finite products of matrices over finite NM-chains.

1 Introduction

Mathematical fuzzy logic (MFL) is a discipline of mathematical logic that aims at studying systems
of fuzzy logic in narrow sense (see the classical book [25] and the handbook [8]), i.e. systems
of many-valued (truth-functional) logics intended to reason with vague or gradual properties or
predicates, where truth-values are interpreted as degrees of truth. In this sense, MFL can be seen
as a degree-based approach to vagueness [34].
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2 Gispert et al.

It should be observed that, because of its nature, vague reasoning has to deal with gaps
(undetermination of truth) and gluts (overdetermination of truth). Hence, given a proposition P,
a gap indicates that neither P nor its negation are true, whereas a glut represents that both P and its
negation are true. The latter suggests that a fuzzy negation should be paraconsistent, i.e. tolerant to
contradictions, at least to some extent. However, in general MFL adopts the (full) truth-preserving
notion of consequence relation, usual in algebraic logic. Under this perspective, a formula is a
consequence of set of premises if, for every algebraic evaluation that interprets the premises as
(fully) true, it also interprets the conclusion as (fully) true. Within this paradigm, most (if not all)
fuzzy logics associated to well-studied algebraic structures such as Lukasiewicz and Gddel logics are
not paraconsistent: no contradictory theory can be (fully) satisfied, hence it is always logically trivial.

Besides this feature, the truth-preserving paradigm has also been criticized since it neglects, in
some sense, the many degrees of truth available in the semantical structures: after all, only the
maximum value 1 (absolute truth) is relevant for the consequence relation. In [40] it was proposed
the notion of degree-preserving consequence relation, in which a formula follows from a given set of
premises if, for all algebraic evaluations, the truth-degree of the conclusion (under such evaluation) is
not lower than those of the premises, see also [4, 21] for further investigations on this weaker notion
of logical consequence. It can be argued that this approach to consequence relation is more coherent
with the commitment of many-valued logics to truth-degree semantics. Indeed, under this definition,
each truth-value (seen as a degree of truth) plays an equally important role in the corresponding
notion of consequence (for a discussion on this topic see [22]).

Other than the degree-preserving logic associated to a class of algebraic structures, it is also
interesting to consider (families of) lattice filters as sets of designated values. As particular
cases, taking simply the filter {1} corresponds to the truth-preserving paradigm, while the degree-
preserving consequence relation is the logic associated to the family of all the lattice filters [4].
The lattice filters approach produces an ample class of intermediate logics between the truth and
the degree preserving consequence relations, some of them being paraconsistent. We analysed in
[11] some intermediate systems for Lukasiewicz logics, while the intermediate Godel logics with an
involution were discussed in [13].

The aim of this paper is the development of a similar study for intermediate logics defined by
lattice filters in the case of the Nilpotent Minimum logic (NML). Nilpotent Minimum logic is a
substructural logic at the crossroad of two different non-classical logic traditions. On the one hand,
NML is a distinguished member of the family of formal systems of mathematical fuzzy logic,
introduced by two of the authors of this paper in [17] as a particular extension of the Monoidal
t-norm based Logic MTL, a very general logic whose equivalent algebraic semantics is the variety
of prelinear (commutative, bounded, integral) residuated lattices, also known as MTL-algebras. This
variety is generated by the subclass of algebras with domain the real unit interval [0, 1] and defined
by left-continuous t-norms and their residua, see [27]. Recall that a t-norm = is a binary operation in
[0, 1], which is commutative, associative, non-decreasing, and having 1 as neutral element and 0 as
absorbent elements. In fact, the logic NM was originally defined in [17] as the axiomatic extension
of MTL by the following two axioms, requiring the negation to be involutive and the weak nilpotent
minimum condition:

(INV) ——¢p — ¢
(WNM) (¥ *xp —> L)V Ag —> ¥ x¢).

NML is an algebraizable logic, as all the axiomatic extensions of MTL, and the corresponding variety
of NM-algebras is generated by a single algebra on the real unit interval [0, 1], called standard NM-
algebra, see Section 2.
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On Nilpotent Minimum logics 3

On the other hand, NML can also be considered as deriving from the well-known Constructive
logic with strong negation introduced independently by Nelson [29] and Markov [28], also known
as Nelson logic or even as the logic N3, as a result of the observation by Rasiowa [32] about the
non-constructive property of intuitionistic negation, namely that the derivability of the formula
—(¢ A ¥) in an intuitionistic logic does not imply that at least one of the formulas —¢, — is
derivable. Although Nelson algebras, the algebraic semantics of Nelson logic developed by Rasiowa
[31, 32], were not originally presented as a subclass of residuated lattices, Spinks and Veroff proved
in [35, 36] that Nelson logic is indeed a substructural logic by showing that Nelson algebras are
termwise equivalent to certain involutive, bounded, commutative, and integral residuated lattices,
called Nelson (residuated) lattices, see also [5]. In the latter paper, the authors also show that
prelinear Nelson lattices are nothing but NM-algebras, or in other words, the NM logic can also
be obtained as the axiomatic extension of Nelson logic with the prelinearity axiom

(Lin) (¢ = )V (¥ = ).

The NM logic together with all their axiomatic and finitary extensions has been exhaustively
studied by Gispert in [23, 24]. They are all explosive, as any (full) truth-preserving substructural
logic with respect to its residual negation —¢p = ¢ — 0.

In this paper our main aim is to characterize and axiomatize paraconsistent variants of NML
and extensions defined by (sets of) logical matrices over linearly ordered NM-algebras with lattice
filters as sets of designated values, with special emphasis on those whose lattice filters that only
exclude the falsum truth-value, that will be called non-falsity preserving. Moreover, the introduction
of consistency operators (in the sense of the paraconsistent logics known as logics of formal
inconsistency, see [0, 7]) over the real unit interval [0, 1] with the non-zero designated values will
also be considered, along the lines of the study we developed in [10] in the framework of Monoidal
t-norm based fuzzy logic (MTL).

The approach followed in this paper is related to the one developed in [12] for the case of finite-
valued Lukasiewicz logics and the one in [13] for the case of the logic G~, i.e. Godel logic expanded
with an involutive negation, already mentioned above. Actually, NML is interpretable in G+, and the
n-valued NM logics NML,, are interpretable in the n-valued Lukasiewicz logics 1., since for instance
Baaz—Monteiro’s projection operator A is definable both in G~ (by letting A¢ := —~¢) and in L,
for each n (by letting Ap := = .. x@), while it is neither definable in NML nor in NML,,. Also
in a related approach, more recently, Esteva ef al. [18] have considered the paraconsistent degree-
preserving logics of distributive involutive residuated lattices expanded with a consistency operator
o in order to get logics of formal inconsistency (LFIs) in the sense of [6, 15], and in particular the
cases of the subvarieties of Nelson lattices and of NM-algebras are explored.

More specifically, the outline of this paper is as follows. After this introduction, in Section 2 we
provide the needed logic preliminaries about NML itself and the variety of NM-algebras, as well as
the basic definitions and notations of logics defined by a given NM-algebra with a lattice filter. In
Section 3 we focus on the logics defined by matrices over the standard NM-algebra [0, 1]y with
lattice filters F' and we show they basically lead to only four different logics: the truth-preserving
logic NML when F = {1}, the well-known 3-valued Lukasiewicz logic £.3 when FF = (1/2,1],
the also well-known 3-valued paraconsistent logic J3 when FF = [1/2,1], and the non-falsity
preserving companion of NML, nf-NML, when F = (0, 1]. We present general axiomatizations
and completeness results. In Section 4, we study the expansion of the paraconsistent nf-NML with
a consistency operator o, defining suitable LFIs. Section 5 generalizes the results of Sections 3 and
4 to the case of logics defined by matrices over general NM-chains with lattice filters. Section 6 is
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4 Gispert et al.

devoted to the full study and characterization of the logics defined by matrices over finite products
of finite NM-chains, and moreover, among them, the maximal paraconsistent ones are identified.
Finally, we conclude in Section 7 with some final remarks and prospects for future research.

2 Preliminaries: NM logic and some of its sublogics defined by matrices with
lattice filters

The nilpotent minimum logic, NML for short, was firstly introduced by Esteva and Godo in [17]
in order to formalize the logic of the nilpotent minimum t-norm, defined by Fodor in [20] as an
example of an involutive left continuous t-norm, which is not continuous. Actually, Pei showed later
in [31] that NML and NM-algebras are equivalent to Wang’s £* logic and Ro-algebras, respectively
[38, 39].

The language of NML consists of countably many propositional variables pp,p»,..., binary
connectives A, *,—, and the truth constant L. Formulas, which will be denoted by lower case
greek letters ¢, ¥/, x, . . ., are recursively defined from propositional variables, connectives, and truth-
constant as usual. Further definable connectives and constants are as follows: —¢ stands for ¢ — L,
¢ V ¥ stands for —=(—¢ A =), and T stands for —_L.

NML is obtained from the monoidal t-norm logic MTL introduced also in [17], by adding the
involutive condition axiom for the negation:

(INV) —=¢ —¢
and the (weak) nilpotent minimum condition axiom:
(WNM) (f*xp—> L)VHAe—> ¥ xe).

In algebraic terms, axiom (WNM) forces the strong conjunction of two propositions to either vanish
or coincide with their weak or lattice conjunction. It is worth observing that NML enjoys the
following form of deduction theorem: I" U {¢} Fnus ¥ iff I Fypr @ — (@ — ). It is well known
that NML is algebraizable and the class NM of all nilpotent minimum algebras is its equivalent
algebraic quasivariety semantics [17].

A nilpotent minimum algebra (NM-algebra) A = (4,*,—,A,V,0,1) is an involutive MTL-
algebra (i.e. a bounded, commutative, integral, involutive, prelinear residuated lattice) that satisfies
the following equation

(WNM) @x*xy—=>0VExAy—xxy)~1.

We say that an NM-algebra is an NM-chain provided that its underlying lattice order (defined as
x < yifx — y = 1) is total. Since the class NM of all NM-algebras is a proper subvariety of
MTL-algebras, it inherits the subdirect representation of MTL-algebras, and thus each NM-algebra
is representable as a subdirect product of NM-chains (see [17, Proposition 3]).

NM-chains can be easily characterized. Namely, given a bounded totally ordered set (4, <), with
upper bound 1 and lower bound 0, equipped with an involutive negation — dually order preserving,
denoting by A and V the lattice meet and join in (4, <), and defining for every a,b € 4,

0, ifb < —a nd Lp= 1, ifa<b
a A b, otherwise a a | —avb, otherwise

E

a*b:[

it follows that A = (4,*,—,A,V,0,1) is an NM-chain. And moreover, every NM-chain is of
this form.
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From the standard completeness theorem for NM in [17], it follows that the variety of NM-
algebras NM is generated by the canonical standard NM-chain

[05 I]NM = ([03 1]’ *’ _)5 /\a V: 07 1)
where the above operations boil down to:

1, ifa<b

dwh— 0, ifb<l-—a d b=
’ ~ | max{l —a,b} otherwise.

min{a, b}, otherwise

As for finite NM-chains, we define the canonical (2n+1)- and 2n-element NM-chains respec-
tively as follows:

NMy, 1 = {[—-n,n] N Z,*,—, A, V,—n,n), for every n > 0, and
NM;,,, = (NMap41 ~ {0}, %, —>, A, Vv, —n, n), for every n > 0.

Notice that NM] is the trivial algebra, NM; the 2-element Boolean algebra, and NM3 the 3-element
MV-algebra. Furthermore, every numerable NM-chain is embeddable into [0, 1]nas. For the finite
NM-chain NM,,, sometimes we will also use the set {0, ﬁ, nle, e, ;’%%, 1} as the universe of
NM,, as a subalgebra of [0, 1]nps.

From the above it follows that:

(1) All the NM-algebras over [0, 1] are isomorphic, since all the involutive order-reversing
mappings 4 : [0, 1] — [0, 1] are in turn isomorphic due to a result by Trillas [37].

(2) Also, up to isomorphism, for each n € N\ {0}, there is only one NM-chain NM,, with exactly
n elements.

Given an NM-algebra A, we recall that a € A4 is a negation fixpoint (or just fixpoint, for short)
if, and only if, —a = a. Any NM-algebra has at most one fixpoint [26]. Clearly, both the algebra
[0, 1]nas and the algebras NMy,, 1, for any 7, have fixpoint, while the algebras NMj,, have not. It is
easy to see that if A is an NM-chain with a negation fixpoint a € 4 then A~ {a} is the universe of a
NM-subalgebra of A, which we denote by A™. Notice that NM, = NM, 41

Notation: Given an NM-algebra A and a lattice filter ¥ € A4 (F is a lattice filter of A if it is a
non-empty upset of 4 closed by A), the pair M = (A, F) is called a logical matrix and induces a
logic, denoted by =4, that is defined as follows: for any set of formulas I" U {¢},

I' = @ if, for any A-evaluation e, e(y) € F for all € I" implies e(p) € F.

The lattice filter F' plays the role of set of designated values for the logic = A,. Given a set of matrices
K = {M}ie1, the logic induced by K is the intersection of the family of logics {=4, }ie;. Moreover,
a matrix M’ = (B, G) is a submatrix of another matrix M = (A, F)) if B is a subalgebra of A and
G = FN B, and in that case, =51 C = . For a modern algebraic treatment of logical matrices see
e.g. [8]. Finally, we recall that the logic =, is called explosive when from a pair of contradictory
formulas everything follows, i.e. for every ¢, v it holds that {¢p, =} = ¥. Otherwise, the logic
=M is called paraconsistent.

For any NM-chain A and for every a € A\0, consider the lattice filters F, = {x € 4 | a < x} and
F = {x € 4| a < x}. Then, the finitary logics corresponding to the matrices (A, F,) and (A, F(,),

denoted 4 and I—‘(“a, respectively, are defined as follows.

DEFINITION 2.1
For any finite set of formulas I" U {¢p}, we define:
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6 Gispertetal.

-r I—‘;l ¢ if, for any A-evaluation e, if e(y) > a for all ¥ € I, then e(¢) > a.

- l—f‘a o if, for any A-evaluation e, if e(y) > a for all Y € I', then e(p) > a.

As customary, we extend these definitions for arbitrary sets of formulas I" U {¢} by stipulating
that I' - ¢, for - e {F4, I—fa}, whenever there exists a finite set Iy € I" such that I F ¢.

a
Notice that if A is finite, then any matrix logic =(a r) is finitary and thus, in particular, F=(a F,)
and |=(a F,) coincide with l—g and l—fa respectively.
It is very easy to check that -4 is paraconsistent iffa < —a, while }—fa is paraconsistent iffa < —a.
At this point, let us recall three well-known particular cases of such logics, where with NM3 we
denote the three element NM-chain (over the carrier {0, 1/2, 1}):

e By the standard completeness of NML, the logic of the matrix ([0, 1]nas, {1}) coincides with
|_[10,1] and with the logic NM itself.

e The logic of the matrix (NM3, {1}) coincides with the 3-valued Lukasiewicz logic L3, since in
fact the chain NM3 is term-equivalent to the 3-element MV-algebra MV3.

e The (paraconsistent) logic of the matrix (NMs,{1/2,1}) coincides (up to language) with
D’Ottaviano and da Costa’s three-valued logic J3 [14].

For a given a NM-chain A, we can also consider its corresponding finitary degree-preserving logic
I—f as defined next, following [4].

DEFINITION 2.2
(cf. [4]) For any finite set of formulas I" U {¢}, we define I I—f o if, for any A-evaluation e, and for
alla € 4, ife(yy) > aforall € I', then e(¢) > a. In other words, I I—f o if, for any A-evaluation
e,infle(¥) | ¥ € I'} < e(p).

Moreover, if V is a variety of NM-algebras, one can define its corresponding degree-preserving
logic I—€, by stipulating I I—€, ¢ whenever I" I—j ¢ for every chain A € V. Finally, we extend the
above definitions of I—f and |—§ for an arbitrary set of premises I” as in Definition 2.1.

It is easy to check that I—f is indeed the intersection of all the finitary matrix logics (A, F,) for
all a € A4, namely, I" I—f @ iff I’ I—g ¢ holds for any a € A. It also directly follows that I—f is
paraconsistent.

As a matter of fact, the logic I—j is strongly related to the 1-preserving logic I—f. Indeed, on the
one hand, it holds that I—f @ iff I—f @, so both logics share the set of valid formulas. Moreover, if for
any finite set of formulas I" we let I'* = A{yy | ¥ € '}, we can observe that

I3 eiffH ' — o,

and hence, iff I—f I'* — ¢. This property can be seen as a sort of deduction theorem for I—f.
Furthermore, since the variety NM is generated by the standard NM-algebra [0, 1]z, it also follows
< <

that =5 = |_[_O,1]NM'
It has been shown in [4] that in the case the logic I—f has a complete axiomatization with Modus
Ponens as the only inference rule, then the logic I—f admits a complete axiomatization as well, having

as axioms the axioms of l—f and as inference rules the rule of adjunction:

o, ¥

Adj ,
(Adj) oA
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and the following restricted form of the Modus Ponens rule

o, 9—>Y

-MP ,
(r-MP) v

if I—f Qo — Y.
If the logic I—f has additional inference rules
I
Ry —
®

for i € I, then [16, Proposition 1] shows that I—j is axiomatized with the above axioms and rules
together with the following restricted forms of the rules (R;):

F.
@Rg-j if = 1.

Finally, let us consider the subalgebra [0, 1]y,, of the standard NM-algebra [0, 1]yas, where
[0,1]s, = [0,17\ {1/2}. We recall that the logic defined by the matrix ([0, 1]y,,,{1}) can be
syntactically characterized as the axiomatic extension of NML with the following axiom [23]:

(BP) —(=¢*)? < (=(—¢)?)?,

where ¢? is a shorthand for ¢ % ¢. We will call this axiomatic extension NML ™ and its corresponding
variety of algebras NM™, which is generated by the algebra [0, 1]y,,, which is without negation fix
point. Actually, in the frame of NML, the above axiom can be simplified and equivalently expressed
as

(BP) —((p < —9)?).

We will assume this form when referring to the axiom (BP) in the rest of the paper. Note that the
axiom (BP) is not only valid in [0, 1]5,, but also in any NM-chain without fixpoint. Even more, a
NM-chain validates (BP) if, and only if, the chain has no negation fixpoint [23].

3 Logics defined by matrices over [0, 1]y37: completeness results

In this section we pay attention to the the matrix logics l—g and I—fa introduced in the last section in the
particular case A = [0, 1], i.e. to the logics ([0, 1]z, ;) for any a € (0, 1] and ([0, 1]nar, Fa)
for any a € [0, 1). Among all these logics we will show that there are only four different logics, two
explosive and two paraconsistent.

For the sake of a simpler notation, in what follows we will omit the superscript 4 and will simply
write g4, -, without danger of confusion. Moreover, we will also use the notation < instead of

<
0,170

PROPOSITION 3.1
For any a € [0, 1], the logics -, and -, respectively defined by the matrices ([0, 1]na, F;) and
([0, 1]np, F (o) satisfy the following properties:

1. k4, @ and -y are the same logic forall a € (1/2,1),
. Fa, F and (g are the same logic for all @ € (0,1/2),
(1,2 and ¢, are the same logic,

1,2 and -, are the same logic,

F1 Ckap,

Fo € Fij2, yetb @ iff 12 @,

U Aw
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8 Gispert et al.

(1,2 and -1, are not comparable,
1 and -1/, are not comparable,
(1,2 and =g are not comparable,
1 and (o are not comparable.

SN S

PROOF. Property 1: Let a € (1/2,1). Assume {¢; | i € I} /1 ¥, then there is an evaluation e such
that e(¢;) = 1 and e(y) # 1. Then the map 4 : [0, 1] — [0, 1] such that

1, ifx=1;
hx) =3 Qa—1x+1—-a, f0<x<l;
0: ifx=0.

is a homomorphism and /4 o e is an evaluation such that 2o e(¢;) = 1 > a and ho e(¥) < a. Thus
{piliel}Vayand{g |iel}Fay.

If {¢; | i € I} /4 ¥, then there is an evaluation e such that e(¢;) > a and e(y/) = d < a. Then the
map g : [0,1] — [0, 1] such that

1, ifx>aq;
g)y=4 x, ifl—a<x<a
0, ifx<1-—a.

is a homomorphism and g o e is an evaluation such that (g o e)(¢;) = 1 and (g o €)(y) < 1. Thus

{lpiliel} 1 y.
If {g; | i € I} #(q ¥, then using the map /" : [0, 1] — [0, 1] such that

1, ifx > a;
fx) =1 x, ifl—a<x<agq
0, ifx<l1l-—a,

it follows that {¢; | i € I} /1 .
Property 2 is proved analogously to Property 1 with the homomorphisms

1, ifx=1; 1, ifx>1-—aq;
Hx)y=1 (1-2a)x+a, if0<x<1l; ggx=11x ifa<x<l-g
0, ifx=0. 0, ifx<a.
I ifx>1-a
and f(x)=1 x, fa<x<l—a

0, ifx<a.

Property 3. Recall that by the completeness theorem of the 3-valued Lukasiewicz logic, £3 is
complete with respect the matrix logic (MV3, {1}) = (NM3,{1}). Since (INM3, {1}) is a submatrix
of ([0, 1]nm, F1/2) then {g; | i € I} 12 Y implies {g; | i € I} g, Y. Moreover since the map
h:[0,1] = {0,1/2, 1} defined by

1, ifx > 1/2;
hx)y=14 1/2, ifx=1/2;
0, ifx < 1/2,

is a homomorphism such that 4(F(12) = {1}, then {¢; | i € I} g, ¥ implies {¢; | i € I} 12 Y.
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Property 4: Recall that J3 is the logic of the matrix J3 = (MV3,{1/2,1}) = (NM3,{1/2,1}).
Since (NM3,{1/2,1}) is a submatrix of ([0,1]nas,F1/2) then {@; | i € I} ki Y implies
{¢i | i €I}y Y. Moreover since the map 4 : [0, 1] — {0,1/2,1} defined by

1, ifx > 1/2;
h(x) = 172, ifx=1/2;
0, ifx < 1/2,

is an onto homomorphism such that 4(Fy;) = {1/2,1}, then {¢; | i € I} Fy  implies
lpil ielitip .

Property 5 is a consequence of Property 3, since L3 is a proper axiomatic extension of NML.

Property 6: Since ([0, 1]naz, F'1/2) coincides with the logic J3 (Property 4), and the matrix /3 is a
submatrix of ([0, 1]nam, Fo), then = € =1,2. To prove that they do not define the same logic, it is
enough to see that p,q k1,2 (—p — p) * g, while p,q /o (—p — p) *q.

Clearly, if -1/ ¢ then =9 ¢. For the converse direction, suppose 71,2 ¢. Then there exists e such
that e(p) < 1/2. Consider again the homomorphism % : [0, 1] — {0, 1/2, 1} defined by

1, ifx > 1/2;
hx)y=1 1/2, ifx=1/2;
0, ifx < 1/2.

Then the evaluation ¢’ = hoe is such that ¢/ (¢) = 0. Hence /(g ¢.
Finally, by Properties 5 and 6, Properties 7 to 10 hold as well because ¢, =¢ -1 L while ¢, —¢ #,
L,and ¢ ¢ V —¢ while ¢, ¢ vV —o. O

In the previous section, we have observed that the degree-preserving companion I—%M of the
logic NM coincides with I—[SO e that we simply denote now I, that in turn coincides with the

intersection of the logics F,, for all @ € (0,1], i.e. I—§M: (Ny=0 Fa- Now, as a consequence of
Proposition 3.1, this intersection can be significantly simplified.

LEMMA 3.2
|—5 =k N l—(().

In Fig. 1 there is a graphical representation of the different logics involved above, where CPL
denotes classical propositional logic.

Next lemma is a key observation that, thanks to the involutivity of the NM negation, tightly relates
both logics -1 and (o through the negation connective.

LEMMA 3.3
For every formula ¢,

¥ o ¢ if, and only if, —¢ 1 —.
In particular, (¢ ¢ if, and only if, —(=p)2.
PROOF. By definition, ¥ 1 ¢ iff for every [0,1]-evaluation e, if e(¥/) = 1 then e(p) = 1; i.e. if
e(p) < 1thene(y) < 1, forall e; i.e. e(—¢) > 0 then e(—=y) > 0, for all e; iff =¢ - —.

Therefore, T k¢ ¢ iff m¢ 1 L, and by the deduction theorem for NML, this holds iff
(—p)* = L, ie b —~(—p)% O
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10 Gispert et al.

CPL
Js=F1/2 Fajz="ts
Fo = '_(a = I_(0 '_1 =lg= I_(a,
a€(0,1/2) ac€ (1/2,1)
F<

Figure 1. The lattice of the four different logics in Proposition 3.1 and their relation to classical
propositional logic CPL and to the degree-preserving companions of £.3 and NML.

COROLLARY 3.4
For every formulas ¢, ..., ¥y, @,

Yl . ¥ Fo @ if, and only if, B (Y1 A ... A ¥) = —(—=@)2

PROOF. The following chain of equivalences hold: ¥r1,..., ¥, F@o @ iff Y1 A .. A Yy, o @ iff
=@ 1 (W AL A T ()2 = (Y AL AR Iff R (AL A Y) = —(—e)?. O

Now we introduce two new inference rules. Consider the following two restricted inference rules,
which are intended for the logic axiomatizing :

e (-MP?): From ¢ and ¢ — —(—)? derive ¥, whenever Fnmr ¢ — —(—¥)2,
e (r-MP): From ¢ and ¢ —  derive ¥, whenever —nmL ¢ — ¥

Note that both inference rules involve conditions on the derivability of formulas in the logic NM.

PROPOSITION 3.5
The rule (»-MP?) is sound for (o and the Restricted Modus Ponens rule (7-MP) is derivable from
(r-MP?).

PROOF. As for the soundness of (r-MP?), let e be an [0,1]-evaluation, and assume e(¢) > 0 and
that e(¢p — —(—)?) = 1, where the latter clearly holds iff e(¢) < e(—(—)?). Therefore 0 <
e(=(—)?). Hence e((—)?) < 1. Now suppose e(y) = 0, then it would be e((—y)?) = 1,
contradiction. Therefore it has to be e(y) > 0.

The derivability of (-MP) follows from the fact that ¥ — —(—)? is a theorem of NML.
Therefore, from ¢ and v @ — ¥, we also have Fxvr @ — —(—)?, and by applying (--MP?),
we finally get . U

DEFINITION 3.6
The non-falsity preserving companion of NML, denoted nf-NML, is the logic defined by the
following axioms and rules:

e Axioms: those of NML
e Rules: Adjunction and (--MP?).
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Table 1. Axiomatizations of the logics appearing in Proposition 3.1 defined by matrices over
[0, 1Tnar by a lattice filter.

Logics Matrix Axioms Inference Rules

NML: - (10, 1yar. {1}) NM MP

L3 ([0, 1]xar. (1/2,1]) NM + (V3) MP

I3 ([0, 1lxar. [1/2,1]) NM + (V3) Adj, MP} : %ﬂﬁ‘“z
nf-NML: ([0, 1]xar, (0, 1) NM Adj, Mp* ; b=
E3NJ; = LS NM + (V3) Adj, -MP: %
1N ko =F< NM Adj, r-MP: 1oz

Next theorem proves that nf-NML defined above syntactically captures the logic of the matrix
(10,11, Fo).

THEOREM 3.7
nf-NML is a sound and complete axiomatization of (.

PROOF. Soundness follows from the fact that the Adjunction and (r-MP?) rules are sound as proved
above.

As for completeness, suppose V1, ..., ¥, @ ¢ (semantically). This is equivalent to 1 (Y1 A
AU = —(—e)2. By completeness of NML, there is a proof (I1y,. .. I1,), where IT, = (Y| A
... AY) — —(—¢)? and where each IT; is either an axiom of NML, or has been obtained from
previous [T, I1; (k,j < r) and the application of Modus ponens rule. Note that all the I1;’s are
theorems of NML. Then, in order to get a proof of ¥/ in nf-NM we only need to do the following:

(1) add a previous step [Tlp = Y1 A ... A V¥, that is obtained from the premises by the
Adjunction rule,

(ii) add a final step [T, = 1 that is obtained from [Ty and 17, by application of the (r-MP?) rule.

Therefore, the sequence Iy, I1y,... 1., I1.y; is a proof of ¥ in the logic nf-NM with the
proviso that the applications of the modus ponens in the proof ITy, ... IT, have to be considered
as applications of the Restricted Modus ponens rule (r-MP), which we know it is derivable. O

It is interesting to observe that, although the axioms of NML and of nf-NML are the same, the
set of theorems of Nf-NML is larger than that of NML. It is clear that the excluded-middle axiom
@ V =g is not a theorem of NML, but is a theorem of nf-NML. Indeed, ¢ v —¢ follows from the
application of rule (-MP?) by taking ¢ := T and ¥ := ¢ V =, since FnmL —(—(¢ V —¢))%.

As a consequence of the above completeness theorem, for the different logics appearing in
Proposition 3.1 and their intersections we have the axiomatizations given in Table 1. In this table
we use (V3) to refer to the following axiom

(F3) (o1 = @2) V(g2 = ¢3) V(93 = ¢4)

that forces the chains of the corresponding variety to be of cardinality less or equal than 3.

4 Expanding the paraconsistent nf-NM logic with a consistency operator o

As mentioned in the Introduction, paraconsistent logics and fuzzy logics are conceptually related,
although not all the systems of MFL are paraconsistent. In the case of NML, paraconsistency can be
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12 Gispert et al.

obtained by replacing the truth-preserving consequence relation by the degree-preserving one, or by
consequence relations defined by matrices with suitable lattice filters as designated values.

Let us briefly recall some notions from paraconsistency. A logic has an explosive negation —
when any formula can be derived from a contradiction {¢, —¢}. By the way, it may be observed
that explosiveness is a basic feature of negation in many logics. A logic L is paraconsistent (w.r.t. —)
when — is a non explosive negation, meaning that there are (—-)contradictory but non-trivial theories
in L. Among the plethora of paraconsistent logics proposed in the literature, one of the best behaved
families of paraconsistent logics are the so-called Logics of Formal Inconsistency (in short LFIs, see
for instance [6] and [7]). The idea behind LFIs is that explosiveness can be locally recovered by
means of a (primitive or defined) unary connective o, in the following sense: in spite of having for-
mulas ¢ and v such that ¢ does not follow from {¢, —¢} (given that — is a paraconsistent negation),
the set {¢, —p, op} is always logically trivial (or explosive). Within this context, the connective o is
called a consistency (or recovery, or classicality) operator. LFIs generalize the well-known hierarchy
of da Costa’s paraconsistent logics C, introduced in 1963, in which the calculus C,, at level n has a
defined consistency operator o,, which ‘tolerates’ n degrees of contradiction (see [15]).

The non-falsity preserving logic nf-NML introduced in the previous section is a paraconsistent
logic, but it is not an LFI, in the sense that a consistency operator as introduced above is not definable
(see Proposition 4.2 below). Therefore, in this section we study the expansion of nf-NML with a
proper consistency operator o so that the resulting logic is an LFI.

We start with some basic definitions and algebraic considerations about the o operators before
going into more details in the rest of the section.

4.1 Preliminary definitions and some algebraic considerations

Let us first recall the definition of Logics of Formal Inconsistency.

DEFINITION 4.1

([6, 7]) Let L be a logic defined in a propositional language containing a negation — and a unary
operator o, and whose deduction system is denoted by . Then, L is a Logic of Formal Inconsistency
(with respect to — and o) if the following conditions hold:

(i) ¢,—¢ £ ¢, for some formulas ¢, i, i.e. L is not explosive w.r.t. —;
(i) o@, ¢ t* ¢, for some formulas ¢, ¥;
(ili)) o@,—¢ I ¥, for some formulas ¢, ; and
(iv) ¢,—p,o0p - L, for every formula ¢.

As already mentioned, a consistency operator in a LFI logic can be primitive or it can be defined
from other connectives of the language. For instance, this is the case of the LFI logic defined as the
degree-preserving companion of Gddel logic with an involutive negation G~ [13], where both the
Baaz—Monteiro A and a consistency operator are definable: Ap = — ~ g and op = A(p V —¢). As
we can check next, this is not the case with the paraconsistent logic nf-NM = .

PROPOSITION 4.2
The logic nf-NML = (g, defined by the matrix M = ([0, 1]nps, (0, 1]), is not an LFL

PROOF. Assume o is definable in NML in such a way that =, is an LFI, hence the conditions
(i1)-(iv) in the definition above are satisfied. Since the 2-element Boolean algebra 2 over {0, 1} is a
subalgebra of any NM-chain, if o were definable in NML (by a unary term), the only consistency
operator that could be definable would be the one where o(0) = o(1) = 1, since this is the only
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compatible possibility when restricting o to 2. Thus o satisfies conditions (ii) and (iii). On the other
hand, if we want condition (iv) be satisfied, this implies that, for any x € [0, 1] the following condition
has to be satisfied:

x > 0,—x > 0 implies o (x) = 0. )

Now, consider the NM-homomorphism % : [0, 1]yar — NM 3, where NM3 is the NM-subalgebra of
[0, 1]nas onthe set {0, 1/2, 1}, defined as A(x) = 1ifx > 1/2,h(1/2) = 1/2 and h(x) = 0ifx < 1/2.
Then, since o(x) is a term defined over the algebra [0, 1]y, it should be that (o (x)) = o(h(x)) for
all x € [0, 1]. However, take x such that 1/2 > x > 0, then —x > 1/2 > 0 and thus, by condition (1),
o(x) = 0. Then, by definition of #, we have i(o(x)) = A(0) = 0. But this is in contradiction with the
fact that o(h(x)) = o(0) = 1. O

Observe that, as a consequence of this proposition, the degree-preserving logic =< =1 N is
not an LFT either. On the other hand, as expected, the cases of the logics J3 = 1,2 and L3E =J3Nk;
do not fall in the scope of the proposition. In fact, the term o(x) = x> v (—x)? defines a consistency
operator in J3 and in L35, and hence they are LFIs.

Nonetheless, similarly to what has been done in the case of fuzzy logics preserving degrees of
truth in [10], we can expand the above paraconsistent but not LFI logics with a suitable consistency
operator o such that they become an LFI. Actually, as announced, in the rest of this section we focus
on the logic nf-NML, and our task will be then to study its expansion with a new unary connective
o so that the resulting logic is an LFI. We will denote by L, the expansion of the language of
NML with o.

4.2 Consistency operators in [0, 1|xar for the logic nf-NML

From a semantical point of view, consider a given unary operator o : [0,1] — [0, 1] —without
danger of confusion, we will use the same symbol o to denote the connective and a generic unary
operation on the unit real interval [0, 1]—, and let us consider the following matrices:

MG = (10, 1npe, (1)) and Mg = ([0, 1nmre, (0, 1),

where the algebra [0, 1]apz- is the expansion of [0, 1]yps With o.
We start by considering the most general semantical conditions on o guaranteeing that the matrix
logic =0 is an LFI, in other words, requiring that the following conditions be satisfied:

® 0p,¢,—¢ = L, forany ¢;
® ¢,0p =0 L, for some ¢;
® —¢,0¢ ) L, for some ¢.

It immediately follows that these conditions are satisfied if, and only if, in the algebra [0, 1]yaz0
the following conditions are in turn satisfied:

- Forallx € [0,1],x A =x A ox = 0;
- There exists x € [0, 1], such that x A ox # 0;
- There exists x € [0, 1], such that ox A —x # 0.

It is readily seen that requiring these three conditions amount to require the next three constraints
on o:

(CO) ox=0forallx e (0,1),
(I-NZ) ol >0,
(0-NZ2) o0 > 0.
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DEFINITION 4.3
A unary operator o : [0, 1] — [0, 1] that satisfies conditions (CO0), (1-NZ) and (0-NZ) will be called
a basic consistency operator.

From conditions (1-NZ) and (0-NZ) above, it is clear that the value of o(0) or o(1) can be either

equal to 1,
a strictly positive element (SP), i.e. strictly greater than % and strictly smaller than 1,

equal to %, or
a strictly negative element (SN), i.e. strictly smaller than % and strictly greater than 0.

In fact, one cannot distinguish in [0, 1]nm the case o(0) = a from the case o(0) = b if both a and
b are SP or SN, because there exists an isomorphism f* of [0, 1 ]xm such that /(@) = b.

Moreover, it is easy to characterize the above cases by equations and inequations in [0, 1]nm. The
proof is easy and thus it is omitted.

PROPOSITION 4.4
For b € {0, 1}, the following conditions hold:

[b-1] o(b) = 1 is equivalently characterized by the equation —(o(b)) = 0,
[b-SP] o(b) € (1/2,1) is characterized by the inequation (o(b))? A —(o(b)) > 0,
[b-Fix] o(b) = 1/2 is characterized by the inequation (o(b) <> —(o(b)))? > 0,
[b-SN] o(b) € (0, 1/2) is characterized by the inequation o(b) A (—=(o(b)))? > 0.

Combining these four conditions for b = 1 and b = 0, we obtain sixteen types of basic
consistency operators o. In particular, the operator satisfying the conditions [1-1] and [0-1] is the
maximal consistency operator o,,,y, i.e. the one such that 0., (0) = 0,4 (1) = 1.

PROPOSITION 4.5
Two interesting properties of consistency operators are the following:

(i)

(i)

Recall that the so-called Baaz—Monteiro operator A on the unit interval [0, 1] is defined as
A(1l) =1 and A(x) = 0 for x < 1 (from a logical point of view, it has been used in the frame
of mathematical fuzzy logic as a way to specify that a proposition is fully true, so that, even
if ¢ takes intermediate degrees of truth, A¢ is Boolean, it can only take two truth-values:
1 when ¢ is 1-true, and 0 otherwise; in general, if L is an axiomatic extension of MTL,
then the (conservative) expansion of L with A is axiomatized by adding to L the axioms
(A1) Ap vV =A@, (A2) A(p V ) — Ap vV Ay, (A3) Ap — ¢, (Ad4) Ap — AAgp,
(AS5) A(p — ¢¥) — (Ap — Av), together with the necessitation rule: (A-Nec) from ¢
derive Ag, see [8] for details). Then, as a matter of fact, the operator o, and the Baaz—
Monteiro projection operator A are interdefinable.

The maximal consistency operator o, (and the A operator) is definable from any of the
sixteen types of consistency operators except from the one defined by the pair of conditions
[0-SNT and [1-SN].

PROOF. (i) To prove the first item we only need to check that A(x) = o4 (x) A x and also that
Omax(X) = A(x V —x).
(i1) The second item will be proved by cases:

Suppose first that both o(0),0(1) > 1/2 (containing the cases defined by the nine pairs
of conditions ([0-1],[1-1]), ([0-1],[1-SP]), ([0-1],[1-Fix]), ([0-SPL[1-1]), ([O-SP],[1-SP]),
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([0-SP],[1-Fix]), ([0-Fix],[1-1]), ([0-Fix],[1-SP]), and ([0-Fix],[1-Fix]). In such a case it is
easy to check that

Omax(X) = _'((_'(O(x)))z) and A(x) = opax(x) A x.

e Suppose that o(1) > 1/2 and o(0) € (0, 1/2), that contains the three consistency operators
defined by the pairs of conditions ([0-SN],[1-1]), ([0-SN],[1-SP]), and ([0-SN],[ 1-Fix]). In such
a case it is easy to check that

AE) = =((—(0(x))*)?) and opgr () = A(x V ).

e Finally when o(1) € (0,1/2) and o(0) > 1/2, that contains the three consistency operators
defined by the following pairs of conditions ([0-1],[1-SN]), ([0-SP],[1-SN]), and ([0-Fix],[1-
SP]). In such a case it is easy to check that

A@x) = =((=(o(=x))*)?) and opgy (x) = A(x V —x).

e For the remaining case, the one determined by the pair ([0-SNT],[1-SN]), the conjecture is that
it is not possible to define the A and o, operators. O

REMARK 4.6

It is clear that the converse of the previous results does not hold in the sense that if we add o4y to
the algebra [0, 1]y, it is not possible to recover the previous consistency operators, of course with
the exception of o,,,, itself, because A and o, are crisp operators (i.e. they only take values 0 or
1) and the operations of the algebra [0, 1]y are classical when restricted to {0, 1}.

4.3 The maximal consistent operator and related logics: approach 1

In this subsection we will formally define and axiomatize the expansion of the logic nf-NML with
the maximal consistency operator o,,,, in two steps: first we expand the truth-preserving logic NML
with oy, and after this we consider its corresponding non-falsity preserving variant, that becomes
an LFI. As already noted before in (i) of Prop. 4.5, the crucial observation is that, in this case, 0,4
and the Baaz—Monteiro operator A are interdefinable, and the operator A will allows us to express
the non-falsity preserving logic in terms of the truth-preserving one.

4.3.1 The logic NMLJ™: adding omax to NML We start by axiomatizing first the logic = qmax
defined by the logical matrix M = ([0, 1]ypmax, {1}). It is worth noting that this logic is not
paraconsistent, and so in particular i¢ is not an LFI. However, its underlying algebra [0, 1]ypsmax was
designed to be able to define an LFI when a suitable filter of designated values is considered. This
is the approach to paraconsistency frequently adopted in the realm of MFL, see for instance [10].

DEFINITION 4.7
NMLI?* is the logic defined by the following axioms and rules:

o Axioms of NML

e Consistency Axioms:
(CO) =(op A @ A =)
(T-1)oT
(L-1)oL
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e Modus ponens: (MP)
e Congruence rule:
Y
(Cong) (¢ )V .
(op <> oY) V x

Observe that axiom (C0) can be equivalently replaced by the axiom

(CO’) (0 A =@ A og) > ¥,

which is characteristic of the LFIs. Moreover, it is easy to check that the following three inference
rules

r £ 2

op’  op = Ag
are derivable in NMLT?* from the axioms (T-1) and (_L-1) and the rule (Cong). Moreover, one can
also check that the formula op VvV —og, stating that o is a Boolean operator, can be proved to be a
theorem of the logic as well: by applying the (Cong) rule to the axiom (C0), equivalently expressed
as ¢ V —@ V —og, one gets op V —p V —ogp, and by applying the derived rule —¢/og, one gets
o V op V —og, which is equivalent to o V —og. Finally, note that from there, one can prove that
oog is a theorem of the logic as well.

REMARK 4.8

From the interdefinability of o,,,, and A, it follows that an alternative equivalent axiomatization
of NMLI®* (where o,,,, is primitive and A definable), could be given by the logic NML 4, the
expansion of NML with A, see [17], where A is primitive and o,,,, is definable. Nevertheless, the
above axiomatization of NMLT#* will be more useful for our purposes of axiomatizing all the other
types of consistency operators that allow the definition of the A operator, see the last part of this
subsection.

PROPOSITION 4.9
NML* is a sound and complete axiomatization of = qmax.

PROOF. Soundness is easy as it reduces to check that, in the matrix M7 = ([0, 1]ypmax, {1}), the
above three consistency axioms (CO0), (T-1), and (L-1) are valid and the (Cong) rule preserves truth,
and it is immediate that the o,y satisfies the corresponding equations and quasi-equation. As for
completeness, note that NMLI'®* is an expansion of NM with axioms plus the (Cong) rule, which
is closed by disjunctions. So, by results in [8], the corresponding variety of NMI'?*-algebras keeps
being prelinear. Therefore, NMLT#* is complete with respect to the class of NMT#*-chains. Hence,
if I' I/ ¢, there is an evaluation e on a NMT®*-chain A such that e(y) = 1 for all ¥ € I" and
e(p) < 1. Consider the NMT#*_subchain A’ generated by the set of elements {e(y) | ¥ € I" U {p}},
which is countable. Now, from the strong standard completeness of NML, we know that every
countable NM-chain embeds into the standard NM-chain [0, 1]yas, and it is very easy to check that
every such embedding easily extends to an embedding 4 from a countable NMT#*-chain into the
standard algebra [0, 1]ypmax. Therefore, we can always find an evaluation e on [0,1] Npmax such
that ¢’(y) = 1 forall ¥ € I and €/(¢) < 1, and hence I" [ pqmax @. O

It is worth noticing that, from this completeness result, it follows that the set of axioms for the A
operator, as proposed e.g. in [25] to syntactically characterizing it, are provable in NMLT?*, since
they are obviously valid formulas in M = ([0, 1]npgmax, {1}).
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4.3.2 The non-falsity preserving variant of NML,_, ~Now we move from the matrix M7 =
([0, 1] npgmax, {1}) to the matrix Mmax0 — (|0, 1]xpmax, (0, 1]) defined by the filter /¥ = (0, 1], and
consider its corresponding paraconsistent logic = s maxo.

Note that the logic =, maxo can be described in terms of the logic = pqmax by using the A
connective. Namely, it holds that

o, on FEamo ¥ i {Vor,..., Vor} Eame Vi,
iff 'ZM?ax (V(Bl VANPERRVAN V(pn) — Vw
iff 'ZMronax V(q)] VANIAAN gDn) g Vw,

where V = —A—. Indeed, by definition of the A operator, for any evaluation e it holds that e(Vg) =
1 ife(p) > 0 and e(Vp) = 0 otherwise.
Now we introduce an axiomatic system for the the logic &= Mmax0.

DEFINITION 4.10
nf-NML,__ is the logic defined by the following axioms and rules:

Omax

Axioms of NMLT#*
Rule of Adjunction: (Adj) 27

PAY
%
e Restricted Modus Ponens: (r-MP) w

, if v, @ = ¥

(<) Vyx
(o < o) Vv x

\Y
Reversed necessitation for V: (r-VNec) _90.
¢

Restricted Congruence: (r-Cong) , N, (@ < ¥) VvV x

Observe that the rule of necessitation for V:
@
VNec) —,
( ) Vo

which is the reverse of (r-VNec), is derivable. Indeed, it is a direct consequence of fact that, by
definition, V¢ = =A—¢ = —o—¢ V ¢. On the other hand, by using (r-VNec) it follows that the rule

—0—Q
(p b
is also derivable since clearly —o—¢ — —o—¢ V ¢ is a theorem of NMLI'?X,

THEOREM 4.11
nf-NML,_ . is a sound and complete axiomatization of = Mmax0.

PROOF. Suppose {¢1,...,¢n} IZMrOnaXO . Then, as observed above, this holds iff =y max V(1 A
..« A @n) = Vi, and by completeness, iff Fnvmex V(g1 A ... A @) — Vb, Therefore, in NMg#
there is a proof

In,... ., IL, =V(@1 A... ANgy) = Vi,
where each IT; (with 1 < i < r) is either an axiom of NML,, it has been obtained from a previous
IT; by the (Cong) rule, or has been obtained from previous [Ty, I1; (k,j < r) by the application of

Modus ponens rule. Then, in order to get a proof of ¢ from 1, ..., ¥, in NML? we only need do
the following:
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18 Gispert et al.

(1) add two previous steps 17(} and Hg, where
- 1'[6 = @1 A ... A @y, obtained from the premises by the (Adj) rule. To be precise, it would
be necessary to also add » further steps, one for each of the n premises {¢1, ..., ¢,}, but we
skip them for simplicity.
113 = V(@1 A ... A @), obtained from I} by the (VNec) rule

(i1) add two final steps I7,4+1 and I1,4,, where
- [1,41 = = A—, obtained by the application of the (r-MP) rule to 7y and 7., and
- I1,4» = Y, obtained by applying the rule (r-ANec) to I1,11.

Therefore, the sequence 1701, Hg, I, ... I, I, I3 is a proof of ¢ from {¢y,...,¢,} in the
logic NMLY, with the proviso that the applications of the modus ponens and the (Cong) rules in the
original proof I1y,...IT. in NML, have to be replaced now by applications of the corresponding
restricted rules (r-MP) and (r-Cong). O

The same kind of approach can be used to define the logics corresponding to each type of the
remaining fourteen basic consistency operators described in Proposition 4.4 for which the A operator
is definable, see (ii) of Proposition 4.5. To do this, one has to:

(1) Replace axioms (T-1) and (L-1) respectively by suitable axioms corresponding to any pair of
the conditions [b-SP], [b-fix], and [b-SN] from Prop. 4.4, namely:

(k-SP)  (o(K))? A =o(K),

(k-Fix) (o(k) < =o(k))2,

(k-SN)  o(k) A (—o(K))?,

one for k = T and one for k = L, except for the pair {(T-SN), (L-SN)}.

(2) Suitably change the defining abbreviation of A in terms of o according to the following cases:
- for the pairs of axioms (T-1, L-1), (T-1,L-SP), (T-1,L-Fix), (T-SP,L-1), (T-SP,_L-SP),
(T-SP, L-Fix), (T-Fix, L-1), (T-Fix, L-SP), and (T-Fix, L-Fix), define

Ag = —((—op)®) A g,

- for the pairs of axioms (_L-SN, T-1), (L-SN, T-SP), and (_L-SN, T-Fix), define
Ag = ~((—(e9)?)),

- and for the pairs of axioms (L-1, T-SN), (L-SP, T-SN), and (_L-Fix, T-SP), define

Ap = = ((=(om=p)H)?).

4.4 The logic of basic consistency operators: approach 2

The approach followed in the previous subsection does not work in the cases of expansions of
nf-NML with a consistency operator o where A is not definable. This is the case for instance of
expansions with a basic consistency operators or with an operator satisfying the axioms (T-SN) and
(L-SN). In this subsection we explore an alternative approach.

We start by considering the expansion of the logic NM with a new connective o requiring to satisfy
the following axiom

(C0) ~(cp A A —9),
and the following inference rule

(p<=P)Vy

C _—
(Cong) o ov) v x
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Call this logic NM,. Since the rule (Cong) is closed by disjunction, it is readily seen that NM, is
sound and complete w.r.t. the class of matrices

Cycons = {{[0, 1]nme, {1}) | o satisfies condition (CO)}.

Observe that operators on [0, 1] satisfying condition (C0) can be called quasi-consistency operators
since they can verify o(0) = 0 and o(1) = 0.

Next we turn to the corresponding paraconsistent logic whose semantics is given by the class of
matrices

cO = {{[0,1]nase, (0, 17) | o satisfies condition (CO0)},

gcons
and introduce the following definition of the non-falsity preserving companion of NM,.

DEFINITION 4.12
We define the logic nf-NM, by the following axioms and rules:

e Axioms of NM,

e Rule of Adjunction: (Adj) £V
pAY
- Vv
e Reverse Modus Ponens: (MP”) Vv X
¢V (p—>Y) VvV x
. _ ¢, 9>y .
e Restricted Modus Ponens: (r-MPyy;. ) Y if by, eorbxm, ¢ = ¥

~((op <> 0Y) V x) V3
(g Y)VYVE

Reverse Congruence rule: (Cong”)

In this logic, the following inference rule, which is a restricted form of modus ponens for the
material implication, is derivable:

) V= .
(Contr) MT(p, if Fxyg, @

Indeed, assume Fxyg @. Then Fxp —¢ — L, and hence Fxyg, —¢ — ¥ as well, and since
Fxa, ¥ — ¥, it follows that Fxgp ¥ vV —¢ — 9. Finally, applying the (--MP) rule to ¢ vV —¢ and
the theorem ¢ v —¢p — ¥, we get V.

It is straightforward to check that that the logic nf-NM, is sound w.r.t. the class of matrices Cgmm.
Only notice that, on the one hand, if a rule ¢/ is sound for a matrix M = ([0, 1]nm,, {1}) € Cyeons
then the rule = Vv x /=@ V x is automatically sound for the matrix M’ = ([0, 1]nm,, (0, 1]) € Cgcons.
On the other hand, regarding the rule (r-MP), notice that in the case e(p) = 1 and e(p — ) > 0,
then e(y) = e(p — ) > 0 as well.

In order to show the logic nf-NM, is complete, we first prove the following proposition, relating
proofs in NM, and in nf-NM,,.

PROPOSITION 4.13 L
If ¥ Fxgg, @ then in nf-NM, there is a proof of =y from —¢.
PROOF. Suppose ¥ by, @, then there is a proof (I1y, ... I1,), where IT) = r, I1, = ¢ and where
each I1; (with 1 < i < r) either:
- is an axiom of NM,,
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20 Gispert et al.

has been obtained from previous Iy, IT; (k,j < r) by the application of the Modus ponens
rule (MP), or
has been obtained from a previous T} (k < i), by the application of the (Cong) rule.

We show next that we can build a proof for = from —¢ in nf-NM,. We define:

0]
2

3

D1 =11, = —y,
Foreach i = 1,...,r — 1 we do the following: by the iterative construction below, X; will be
of the form X; = X* v —I1,_;1; (in the case i = 1 we take X* = ). Then we define:

- If I1,_;4+1 is an axiom or theorem of NM,, then Yiy1 =X

-If [T, ;11 = ¥ has been obtained from previous [Ty = @,1l; = & — ¥ (k,j < r) by the
application of Modus ponens rule, then X;,1 = X* v —IT; v —[T; is obtained from X; by
application of (MP").

-If IT,_i11 = (0@ <> oY) V x has been obtained from a previous IT; = (¢ < ¥) V x by
the application of (Cong) rule, then X;; = X* v —I1j is obtained from X; by application of
(Cong").

By construction, X is of the form =IT; v \/,_; ,
theorem of NM,,. Therefore, =17y v \/,_, , =, — =} is a theorem of NM, as well. So
we define X, = X, — X| —actually, to be formally accurate we should replace the proof
step X4 itself by a whole proof of this theorem in NML,, but for the sake of simplicity we
leave it as it is—, and thus by using the restricted Modus Ponens rule (r-MPxy; ) on X, and
Y41 and theorem we finally get X4, = —=I1] = =y

—I1y,, where for each k;, ITy; is an axiom or

As a consequence, after removing possible duplicates in the sequence (X, ..., X, Xy1, Xri2),
we get a proof of = from —¢ in nf-NM,,. O

EXAMPLE 4.14
Consider the derivation {p A oy A (¢ = (¥ < x))} Py, ©x- A possible proof is the following

sequence:
Iy = o Aoy A (p — (Y <> x)), premise
I = (p Aoy A(p — (Y < X)) = ¢, axiom
IT3 = ¢, since I13 = MP(I1, I1)
Iy = (9 Aoy A = (Y < X)) = oYy, axiom
Hs = Olﬁ, since H5 = MP(H],H4)
Ilg = (@ Aoy Ap = (Y < X)) = (¢ = (Y < X)), axiom
I1; = ¢ — (Y < x), since I1; = MP(I1y, I1g)
Ilg = < x, since Iy = MP(I13, IT7)
Ily = oy — oy, since [Ty = Cong(I1g)

Hl() = 0X, since Hl() = MP(H5,H9)

Now, according to the procedure defined in the proof of the above proposition, we obtain the
following sequence of proof steps in nf-NM,:

2
b}
D]
Xy
s
26

=~y

= 1 v =II5 Vv =y, since MP"(—I1y) = —I15 vV =1y

=1 v —lls v —Ilg, =g = Cong’(—d'[g)

= 1 Vv —Ils Vv —II3 VvV =1y, since MP"(—I1g) = —~I13 vV —I1;

= 1 v —IlsV —II3 v =1 Vv =g, since MP" (—I17) = —I1{ vV —IIg
= X5, since I1g is an axiom
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X7 =1v~—Il Vv —IlyVv —IIy Vv —II Vv =1, since MP"(—I1s5) = —I1; Vv =1y

Xg = X7, since 14 is an axiom

Yo=_1v—IlVv—IlyVv —II| v —=I1, v —II| vV =IIg, since MP"(—I13) = —I1; v —II)
Y10 = Xy, since I, is an axiom

X1 = X0 — X, since Xjg — X is a theorem of NM,

X 1p = —IIy, since r—MPWO(Elo, 21)

Therefore, after removing duplicate steps, we have that
(X150, X5, X7, X9, 211, X12)

is a proof of =(p A o A (¢ — (Y <> x))) from —ox in nf-NM,.

THEOREM 4.15

The finitary nf-NM, is sound and complete w.r.t. to the class of matrices C°

qcons*

PROOF. Suppose {1, ..., ¥} Eam @ for every M € Cgmm. This is equivalent to —¢ = — (¥ A
.. Ay, for every M’ € Ceons. By completeness of NM,, there is a proof (ITy,...IT,.), where
Iy = —, [T, = ~y1 V...V —=,. Now, by the above Proposition 4.13, there is also a proof of =—¢
from == (Y1 A ... AYy) in N_Mg. Then, if Iy, ..., [T, with IT{ = =—=(Y] A ... AYy) and [T, = ——¢,
is a proof of =—¢ from == (¥ A ... A ¥,), to get a proof of ¢ from {yq, ..., ¥} it is enough to add:

- a previous step: Ilp = Y| A ... A Yy, obtained by n — 1 applications of the Adjunction rule (Adj)
to the premises I". The same comment in the proof of Prop. 4.11 applies here. Then I7; is obtained
by applying the (r-MP) rule to I1y and the theorem ; A ... A ¥, = —=(P1 A ... A Yy).

- a final step: IT.41 = ¢, obtained by applying the (r-MPgy; ) rule to [7, and the theorem
——p — Q. (Il

At this point we emphasize that the logic above introduced nf-NM, is indeed paraconsistent but
it is not an LFI, since the operator o is not guaranteed to be a consistency operator, i.e. it is only
required to satisfy axiom (CO0) but neither axiom (T-1) nor (L-1). This is why we finally introduce
the non-falsity preserving LFI logic nf-NM,.

DEFINITION 4.16 L

We define the logic nf-NM, as the axiomatic extension of the logic nf-NM,, with the axioms:
(T-1) oT,
(L-1) ol.

Then, as a corollary of the above theorem, it follows that NMY is in fact a logic complete w.r.t. the
class of matrices over [0, 1]y3s defined by basic consistency operators and filter ' = (0, 1].

COROLLARY 4.17
The logic nf-NM, is sound and complete w.r.t. the class of matrices Cgms = {{[0, 1]npr,, (0, 1]) |
o satisfies conditions(C0), (0-NZ), and(1-NZ)}.

PROOF. Observe that I' Fpfnm, @ iff 77U {(T-1), (L-D)} Fpexpy, ¢, and by completeness of nf-
NM,, iff I U {(T-1), (L-1)} E=aq @ forevery M € C0. . ie. iff I' l=pq ¢ for every M € C°

qcons’ cons*
As for the latter equivalence, note that, for any evaluation e on [0, 1]nm,, it holds that e(oT) > 0

and e(oL) > 0iff o(1) > 0 and o(0) > 0. O
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Actually, the same kind of approach applies to show completeness of any axiomatic extension of

nf-NM, resulting from replacing the axiom (T-1) (resp. (_L-1)) in nf-NM,, by any of the following
axioms:
(k-SP)  (o(k))* A =(o(k)),
(k-fix)  (o(k) < —(o(k)))?,
(k-SN)  o(k) A (—(o(k)))?,

fork =T (resp. for k = 1).

We end this section with the following remark.

REMARK 4.18
The approach followed in this subsection does not go through to show completeness for instance for
the logic of the maximal consistency operator oy, since the conditions o(1) = o(0) = 1 cannot be
expressed by adding two axioms to nf-NM,, but rather by adding the following two inference rules:
—0oT —ol
1L’ 1

S Logics of matrices over NM-chains by lattice filters

In this section we are going to show that most of the results we have obtained in Section 3
can be extended to arbitrary NM-chains. As an illustrative example, in the first part we consider
the particular case of the logics defined over the NM-chain [0, 1]y,,, which is the fix-point less
subalgebra of [0, 1]y whose the universe is [0, 1] . {1/2}, and then in the second part we consider
the logics defined by matrices on general NM-chains and lattice filters.

5.1 Logics of matrices over [0,1]y,,

Recall the NM-chain [0, 1]y, that is the subalgebra of [0, 1]yas where the universe is [0, 1]~ {1/2}.
Since [0, 1], is a subalgebra of [0, 1]y, for every a € [0, 1], the logic ([0, 1]y,,, Fu ~ {1/2}) isa
proper extension of the logic ([0, 1]xar, F;) because the rule (p < —-p)2 /L holds in ([0, 1], Fu
{1/2}) but not in ([0, 1]vas, F,). Using similar arguments as in the proof of Proposition 3.1 we obtain
the following result:

PROPOSITION 5.1
For any a € [0,1], let -, and Fa be the finitary logics respectively determined by the matrices

(10, 1154, Fa ~ {1/2}) and ([0, 1], Fa ~ {1/2}). Then the following results hold:
1. =, ,F,,and = are the same logic forall a € (1/2,1),

(@

2. H0 e and -, are the same logic for all a € (0, 1/2),
3. Fa/z = '_f/z and Fcpy, are the same logic,

4. CPL is a proper extension of = and I—(_O,
5

. = and ko are not comparable.

DEFINITION 5.2
The degree-preserving companion of the logic -, is defined as the intersection of the logics =,
foralla € (0,1],ie. -2 = (Vo0 Fa-
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CPL = F(l/Z = Fl—/2

l—(_a:l—gzl—(_o l—l_zl—gzl-(_a
a€(0,1/2) a€(1/2,1)

k<

Figure 2. The lattice of the different logics in Proposition 5.1 and their relation to =_ .

Similarly to Lemma 3.2, Proposition 5.1 allows - to be expressed in a very simple way.

LEMMA 5.3
Fo =k Nkg.

In Fig. 2 there is a graphical representation of the lattice of the logics appearing in Proposition 5.1,
which in fact involves only four different logics.

Notice that the same arguments used in the proofs of Lemma 3.3 and Corollary 3.4 allow us to
prove that for all formulas 1, ..., ¥, @,

/ST 1/ |_(_0 @ if, and only if, = Y1 A ... A Yy, — —|(—1<p)2.

We recall that the logic NM ™, the axiomatic extension of NML with the axiom (BP), axiomatizes
1 . Thus, now we define the logic nf-NML™, the non-falsity preserving companion of NML™, with
the following axioms and rules:

e Axioms: those of NML plus (BP), i.e. those of NML™

e Rules: Adjunction and (r—MPIZ\IM_)
where the rule (r-MPIZ\IM_) is similar to (r-MP?) but restricted to theorems of NM™, i.e. the rule

such that from ¢ and ¢ — —(—)? derives v/, whenever F o — —(=y)?
Finally, analogously to Theorem 3.7, we have the following completeness result for the logic nf-
NML™.

THEOREM 5.4
nf-NM™ is a sound and complete axiomatization of Fo-

Now, for the different logics appearing in Proposition 5.1 we have the axiomatizations given in
Table 2.
In this table we use (EM) to refer to the excluded-middle axiom

(EM) ¢V —g¢
and (BP) to refer to the axiom

(BP) —((¢ <> —¢)?)
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Table 2. Axiomatizations of the logics appearing in Proposition 5.1 defined by matrices over
[0, 1Ty, by a lattice filter.

Logics Matrix Axioms Inference Rules

NML": F] (10,115, {1}) NM + (BP) MP

nf-NML™: g (10,115, (0,11)  NM + (BP) Adj, -MP, - %ﬂ“’”z
CPL ([0, 1]3,,> (1/2,11) NM + (EM) MP

Nk =F= NM + (BP) Adj, --MPyy- 1 &L=V

CPL

F<

Figure 3. The lattice of the different logics in Table 1 and Table 2.

that is satisfied by a NM-chain only if does not contain a negation fixpoint, see [23, Theorem 2]
where the equivalent expression of this axiom mentioned at the end of Section 2 is used.
Finally, the lattice of the logics appearing in Table 1 and Table 2 is depicted in Fig. 3.

REMARK 5.5

(Adding a consistency operator to the logic nf-NML ™) The question of expanding the paraconsis-
tent non-falsity preserving logic nf-NML ™ over the NM-algebra [0, 1], has a parallel development
as the one studied in Section 4 for the case of the logic over the standard NM-algebra [0, 1]y,
with small modifications. In fact, one has to consider consistency operators o : [0,1] — [0,1]~
satisfying the same conditions as the ones in Section 4 once we exclude the value 1/2 from both the
domain and the image of o, a fact that restricts the number of types of consistency operators from
sixteen to nine.

Anyway, if we restrict our attention to the maximum consistency operator oyq, on [0,1]y,,,
similarly to what we did in Section 4.3, we can define the logic nf-NML_ exactly as in Definition
4.10 for the logic nf-NML,_,., only with the proviso of adding the axiom (BP) to the axioms of
NMLT®. The same proof of Theorem 4.11 yields now completeness of LFI logic nf-NML_  with
respect to the intended semantics given by the matrix ([0, I]XIMgnax’F (0)- Analogous results can be
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obtained for the logics expanded with the seven remaining types of consistency operators where the
A is definable as well.

Finally, note that the whole approach developed in Section 4.4 for the case where A is not definable
from o (i.e. when both o(1),0(0) < 1/2), can be fully reproduced here for the case of logics over

0, 1]5,,-

5.2 Logics defined by matrices on general NM-chains

Now, we consider logics defined by matrices on general NM-chains A and lattice filters and first
show that, using a similar argument as in the proof of Proposition 3.1, they also reduce in fact to
matrix logics with filters F'; or F'(g, where in the following we will write 1 and 0 to denote the top
and bottom element of A, respectively. For any F* C A, as usual we denote by F° the complement of
F on 4 and by —F the set {—a : a € F}. Since the negation in A is involutive, we recall that for every
proper lattice filter /' and any proper lattice ideal /, —=F and F are proper ideals while —/ and /° are
proper filters. Moreover F' = (F¢)¢ = —(—=F) and I = (I°) = —(—I). In the following, we will say
that two matrices M and M are equivalent when the induced logics =, and =4, are the same.

A first result about logics defined by matrices over a NM-chain and a lattice filter is that, from
pragmatic point of view, we can restrict ourselves to consider only matrices either with {1} or with
(0 as lattice filters.

PROPOSITION 5.6
Let A be an NM-chain and let F be a proper lattice filter on 4. Then there exists a NM-chain B such
that the matrix (A, F') is equivalent either to the matrix (B, F1) or to the matrix (B, F o).

In more detail, by letting A = {a € 4 | —a < a}, the following conditions hold:

1. If F C A", then (A, F) is equivalent to (B, ), where
B={0}U[4d~ (FU=F]U{1}.

2. If F € A, then (A, F) is equivalent to (B, F(g), where
B = {0} U4~ (FCU—(F)]U{1}.

In particular, we have:

1. If A has negation fixpoint and F = 4™, then (A, F) is equivalent to £3 = (NM3, {1}).

2. If a is the negation fixpoint of A and F = A" U {a}, then (A,F) is equivalent to J3 =
(NM3,{1/2,1}).

3. If A does not have a negation fixpoint and F = AT, then (A, F) is equivalent to CPL =
(NM3, {1}).

PROOF. The proof is similar in every case:

1. (B, Fp) is a submatrix and also a strong homomorphic image (a homomorphism /4 from (A, F)
to (B, G) is strong if 4 : A — B is a homomorphism such that for every a € 4, a € F iff
h(a) € G) of (A, F).

(B, F(o) is a submatrix and also a strong homomorphic image of (A, F).

L3 is a submatrix and also a strong homomorphic image of (A, F').

J3 1s a submatrix and also a strong homomorphic image of (A, F).

(NM,, F1) is a submatrix and also a strong homomorphic image of (A, F). 0

wokw
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The logics of matrices with {1} as a filter are explosive and in the literature are usually referred as
truth-preserving logics (understanding 1 as full truth), while the logics of matrices with (0 as a filter
are paraconsistent (except for the case CPL) and can be called as non-falsity preserving logics, see
e.g. [2].

The truth-preserving logics defined over NM-chains have been fully studied in [23, 24]. The rest
of this section is devoted in general to the non-falsity preserving logics, and in particular to the
axiomatization of the logics given by the matrices (A, F(g). We start by characterizing the set of
tautologies of the logics '_fl(r

PROPOSITION 5.7
Let A be a non trivial NM-chain.
1. If A has a fixpoint, J3 is an extension of I—fo. Moreover, for every formula ¢, I—‘(‘lo @ iff -y, @.
i.e. Taut((A, Fo)) = Taut(J3).
2. If A has no fixpoint, CPC is an extension of I—fo. Moreover, for every formula ¢, I—fo @ iff
Fcpr @. 1.e. Taut((A, Fo)) = Taut(CPL).

PROOF.

1. Let ¢ be the fixpoint of 4. Then {0, c, 1} is the subuniverse of a subalgebra of A isomorphic to
NM3. Therefore, (NM3, F o) is embeddable as a submatrix into (A, F(g), thus J3 = (INM3, F (o)
is an extension of I—’(‘lo.

2. Assume I7‘A0 @, then there is an 4-evaluation e such that e(¢) = 0. Moreover since the map
h:A— {—1,0,1} defined by

1, ifx > ¢
hix)=1 0, ifx=c;
-1, ifx<e.

is a homomorphism from A onto NM3, then Aoe is an NM3-evaluation such that hoe(¢) = —1.

Thus 7y, ¢.
3. If 4 does not have a fixpoint, then the 2-element Boolean algebra B is not only a subalgebra

of A but also a homomorphic image of A and a similar argument as in the previous item can
be used to prove that Taut((A, F(o)) = Taut(CPL). 0

As in the case of the matrices over [0, 1]nps, thanks to the involutivity of the NM negation there is
a tight relation among truth-preserving logics and non-falsity preserving logics defined by matrices
over NM-chains.

LEMMA 5.8
Let A be a non trivial NM-chain. For every formula ¢, we have:

v I—fo ¢ if, and only if, —¢ I—f -,
In particular, I—fo ¢ if, and only if, l—f —(—¢)?.

COROLLARY 5.9
Let A be a non trivial NM-chain. For any formulas 1, ..., ¥,, ¢, we have:

V... ¥ Fg @ if, and only if, H{ (Y1 AL A ) = —(—).

Finally, we can extend the axiomatization of - obtained in Theorem 3.7 to non-falsity preserving
logics of matrices over NM-chains.
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THEOREM 5.10

Let L be a finitary extension of nf-NML defined by a class of matrices of type (A, F(p) where each
A is an NM-chain. Then there is an axiomatic extension L' of NML such that L is axiomatized as
follows:

e Axioms: those of L’
e Rules: Adjunction and (--MP?,)

Thus, L is exactly nf-L’.

PROOF. Let M be a class of non-falsity preserving matrices, meaning matrices of type (A, F(p). We
denote by M! the associated truth preserving class of matrices, i.e. M!' = {(A, Fy) | (A, F, ) € M}.
By definition, the finitary logic defined by M is the non-falsity preserving companion of the logic
defined by M!. It follows from the characterization of finitary extensions of NML in [24], that the
logic obtained by M! is an axiomatic extension of NML, thus the same arguments used in the proof
of Theorem 3.7 provide a proof of this theorem. O

All axiomatic extensions of NML were described in [23, Theorem 4]. The following theorem and
figure summarize this result. But before let us introduce first the following notation conventions that
will be used in the rest of the paper.

Notation: From now on, with an abuse of language,

o N, will denote the matrix (NM,,, F1)
o J, will denote the matrix (NM,,, F o)

THEOREM 5.11

L is an axiomatic extension of NML iff there exists (n,m) € {(n,m) € (w*)? | n > m} such that
L is the finitary logic defined by the following finite set of matrices {N2, Nom+1}, where with an
abuse of language we use Ny, = ([0,1]y,,, {1}) and N2wq1 = ([0,1]nar, {1}). Moreover L is then
axiomatized relative to NML by the axiom

[BP(@) A Su(@o, .- 0]V Swul@o, ..., 0m),

where
1, ifn=0;
S (@05 - -+ Pn) = N — ¢i)) = oir) > \/ @i if0<n<o;
i<n i<n+1
T, ifn = w.

Figure 4 depicts the lattice of axiomatic extensions of NML. As a corollary of Theorem 5.10, we
obtain the following result about the lattice of extensions of the non-falsity preserving logic nf-NML.

COROLLARY 5.12
The lattice of finitary extensions of nf-NML defined by a class of matrices whose algebras are
NM-chains is isomorphic to the lattice of axiomatic extensions of NML of Fig. 4.

6 Logics of matrices over finite NM-algebras

In the preceding sections we have dealt with matrix logics over NM-chains and lattice filters.
However, it is clear that there are finitary extensions of NML and of nf-NML that are not
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. N2o+1=NML

N2k+1 /
d
Nzmer” N2mHINZk S N2meiNze
N . A ¢ NoN2o
NZs J o N7N2o>
NS NSN6 A o NSN2o»
13=N3, N3N4 / N3N8 _N3NZk ¢ N3N2o
o o Y ° y - @ ---m--mn- o N2o=NM-
InCons=NI CPC=N2 N4 N6 N8 N2k

Figure 4. Lattice of axiomatic extensions of NMIL.

complete w.r.t. matrices over finite NM-chains, e.g. the 1-preserving logic defined by the matrix
(NM, x NM3,F{) = (NM,,F1) x (NM3,F1) or the non-falsity preserving logic defined by the
matrix J3 = (NMy x NM3,Fy x Fo) = Na x J3 = J» x J3, that is a proper extension of J3, see
e.g. [12].

It follows from Theorem 5.10 and Corollary 5.12 that for matrices over NM-chains, there is a
one-one correspondence among truth preserving logics and non-falsity preserving logics. Moreover,
it is well known (see for instance [12]) that for the case of the three element NM-chain, 1.3 and J3
are equivalent deductive systems. We are going to see in this section that this is not the case for
axiomatic extensions of NML different from CPL and 1.3.

Since the variety of NM-algebras is locally finite, any logic defined by matrices over NM-algebras
and lattice filters can be reduced to finite matrices. On the other hand, unlike e.g. the case of finite
M V-algebras (related to Lukasiewicz logics), not every finite NM-algebra is a finite direct product of
finite NM-chains. Actually, it is well-known that every finite algebra is isomorphic to a direct product
of (finite) directly indecomposable algebras, but directly indecomposable NM-algebras are not nec-
essarily linearly ordered, for instance, the subalgebra of NMy x NMjy given by the following universe
{(n,m) € NM4y x NMy | either n,m > 0 or n,m < 0} is directly indecomposable but is not a chain.

For NM-algebras we have a weaker result, in the sense that a matrix logic over a finite NM-algebra
can always be seen as an extension of a logic of a product of finitely-many (finite) matrices N,,’s
and Jp,’s. Before presenting this result, notice that if F" is a lattice filter of a finite NM-algebra
A, then it is a principal filter. Indeed, if « = A{x | x € F}, then F = F,. In the particular case
of A being a product of finite NM-chains NMj, x --- x NMkI. and a = (ay,...,ar) € A, then
Fo=Fy x...xFq.

LEMMA 6.1
Let A be a finite NM-algebra and let F be a lattice filter of 4 such that F' # A4, then =a r) is an
extension of Ianl o3 Ny X Ty X% Tony for some ny,...ng,my,...m, > 2, where r + k > 0.
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PROOF. Since A is a finite NM-algebra, /' # A has a minimum element min(F) # 0 and F = {b €
A4 | b > min(F)}. By the subdirect representation theorem, A Csg NMjy,; X -+ x NMj; for some
kiy...,kj > 2, and min(F) = (ay, .. .q;) for some (ai, ...a;) € NMy, x ---x NMy;. Hence (A, F) is
a submatrix of (NMj, x - - - X NMk].,Fa1 X e X Faj). By Proposition 5.6, ((NMj, x - - - X NMkJ.,Fal X
S X Faj) is equivalent to (NM,, x --- X NMrj,Fbl X -+ X Fbj), where r; < k; and the subindexes
b;’s are:

1, ifa; >0
bi=1 (0, if L(NMy,) <a; <0
0, lfl = J—(NMk,)a

where 1 (/NMy;) denotes the bottom element of the chain NMy,. Notice that

Ny, ifb=1;
(NM,,Fy) = | Jpo ifbi = (0;
N, ifb;=0;

and moreover r; > 2 if b; # 0. Finally, we can forget trivial components N]’s in order to obtain the
desired matrix. O

All the above considerations make the task of identifying and classifying all the logics of matrices
over finite NM algebras with lattice filters much more complex for instance than the case of MV-
algebras. Therefore, in the first subsection we restrict ourselves to this task for logics defined by
matrices over finite products of finite NM-chains. In a second subsection we identify which logics of
matrices over finite NM-algebras are maximal paraconsistent.

Notation: In the following we will write i = 1 =+ n to denote ‘foralli € {1,...,n}".

6.1 The case of finite products of finite NM-chains

Our first main result in this section is to show that any logic of a matrix (A, F'), where A is a finite
product of finite NM-chains, can be reduced to a finite set of matrices from ten different types, each
one in turn being a product of at most three basic components of the form A/, or Jn;- This is proved
in Theorem 6.5. Moreover, we also prove that each matrix of that set of ten different types defines a
different logic. This is done in Corollary 6.9.

Before proving Theorem 6.5, we need three previous lemmas.

LEMMA 6.2
Letny,...ng,my,...,m, > 2 where r + k > 0, and consider the product matrix

M =Ny X XNy X Ty X -2+ X To

Then, the following conditions hold:

e The logic =4 is an extension of NML iff either » = 0, or m; =2 forevery 1 <i <r.
e The logic = is an extension of nf-NML iff either £ = 0, or n; = 2 forevery 1 <i < k.

PROOF.

e The right to left implication is immediate since any /\/'n,. is an extension of NML and A; = J>.
If r # 0 and there is some m; > 2, then Modus Ponens does not hold in =4, and hence =g
is not an extension of NML
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e Similarly to previous cases, if £ = 0 or n; = 2 for every 1 < i < k, then since any Jy, is an
extension of Nf-NML and N> = /3, =4 is an extension of nf-NML. If & # 0 and there is
some #n; > 2, then the excluded-middle axiom (EM) does not hold in =a4. Therefore, = is
not an extension of nf-NML. 0

LEMMA 6.3
Foreveryn > 1,

e N>, 1 is embeddable into N5, 1 x N3
o N>,11 is embeddable into N>,11 X J3
e N>, is embeddable into N2, x N2 = N, x Ja

PROOF. To prove the first two items, it is easy to check that the mapping 4 : NMa,,+1 — NMau41 X
NM3 defined by

(a,1), ifa > —a
ha)=1 (a,1/2), ifa=—a
(a,0), ifa < —a

is an embedding such that a € Fyp iff A(a) = (a, 1), and then a € Fy iff h(a) € Fy x Fy iff
h(a) e F1 x F(O.

The third item can be proved using the restriction of / to the domain NM>, and codomain NM3, x
NM,;. O

Next lemma is a technical result with a sufficient condition to embed products of matrices.
LEMMA 6.4
Let My,...,M,,Ky,..., Ki be some logical matrices. Whenever

(i) forevery 1 <i < n,thereis 1 <j < k such that M; is embeddable into ;, and
(it) forevery 1 <j <k, thereis 1 <i < n such that M; is embeddable into K;,

then M x --- x M,, is embeddable into L x --- x L; for some integer [ > n where {£; : 1 <
i <1} ={K;:1 < j <k}, and thus the logic =1, x...x M,, 1S an extension of the logic =i, x...x i, -

PROOF. If both hypothesis hold then there exist maps m : {1,...,n} — {l,...,k} and s :
{1,...,k} — {1,...,n} and embeddings h; i : M; — Kpq for every 1 < i < n and

gsg)J:Msg) — K forevery 1 <j <k.Letd={ji,....jp} ={1 <j<k|j+#m(@) foralli <n}
and let / = n + p. Then for every 1 <i </, we define

o= /Cm(i), ifi < m;
LK ifi > nwherer =i — n.

Itis easy to check that the map f*: [, <;<, Mi = [] ;< £; defined as follows

N Vn | himGy (@), ifj <n;
[ (@r=in) O) = [ o i = m wherer =) —n.

is a matrix embedding. O

Gz0z Aenuer G| uo ysenb Aq 9£0£56./9z L oezl/ledBIl/E601 0 1/10p/slIE-00UBAPE/[edBI)/WOoo" dNO"oIWEPEDE//:SARY WOl PAPEOIUMOC



On Nilpotent Minimum logics 31

THEOREM 6.5
Let A be a finite product of finite NM-chains and let ' # A4 be a lattice filter on A. Then the logic
defined by the matrix M = (A, F’) can be reduced to a finite set of the following matrices:

1. N, for some positive integer n > 1.

2. Ny x Napmy for some positive integer m.

3. J, for some positive integer n > 1.

4. Jn x Ji for some positive integers n # k.

5. Jon X Jak x Jais1 for some positive integers I < n < k.

6. Jon X Jom+1 X Jo1+1 for some positive integers m < nand m < I.

7. Napt1 x Jop for some positive integer 4, k such that & > 1.

8. Noha1 X Jan x Jox for some positive integers &, n, k such that 1 < n < k.
9. N3 X Jan X Jamy1 for some positive integers n, m such that n > 1.
10. N3 x Jomaq for some positive integer m.

PROOF. By Lemmas 6.1 and 6.2 we may assume that M is:

e a finite product of \V;,’s, if = is an extension of NML;

e a finite product of 7,,’s, if EAq is an extension of nf-NML;

e a finite product of AV,,’s and J,,’s if =4 is neither an extension of NML, nor an extension of
nf-NML.

Then we have the following cases:

e Ifthe logic generated by M is an extension of NML, by Lemmas 6.3 and 6.4 and as mentioned
later in Theorem 6.10, M can be reduced to

{Nan, N2 X Noy1, Nogs1, where n > m > k > 0}.

Notice that these matrices are of type 1 or 2.

o If the logic generated by M is an extension of nf-NML, then we may assume that M =
Tny X oo X Ty

o If all n;’s are even numbers or all #;’s are odd numbers, let » = min{ny,...n;} and let m =
max{ny, . ..ni}. Then, by Lemma 6.4, 7, x Jp, is a submatrix of M, and M is a submatrix of
(Jn % jm)k’l. Thus both matrices define the same logic. Notice that if n # m, J, x J,, is of
type 4 and if n = m then J,, x J, can be reduced to 7, of type 3.

e When there are even components and odd components in M, with an analogous argument by
Lemma 6.4, we can reduce M to a product

/
M= Top x Toke X Toms1 X J2it1

where 27 is the minimum of all even components, 2k is the maximum of all even components,
2m+1 is the minimum of all odd components and 2/41 is the maximum of all even components.
Moreover, since by Lemma 6.4,

M1 = Tan X Tomt1 X Jai41 (type 6)
and
Mo = Ton x ok x Joig1 (type 5)

are both submatrices of M’, and M’ is a submatrix of M| x My, it follows that the logic
defined by M’ is the logic defined by the set of matrices { M, M>}. Moreover,
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-ifn < m, M| can be reduced to J2, X J2i+1;
-if n < [, then M> can be reduced to

Jan X Jaiy1 and Jon X Tk

- if £ < I, then M can be reduced to J2,, X Jo1+1-
If the logic generated by (A, F) is neither an extension of NML nor of nf-NML, then, by Lemma
6.1 and without loss of generality, we may assume M can be reduced to

ni X"'XNnkaml X"'ijr,
where k,r > 1,n1 > 2, n; > njy; > 2 foreveryi = 1 +k, and m; > m;;1 > 2 for every
i=1=+r.

If there is some 1 < i < k such that #; is an even positive integer, then by Lemmas 6.4 and 6.3,
M can be reduced to

{Nu | 1 <i<kandniseven}U
{Ma x N | 1 <i<kandn;isodd}U
(B x T | 1=j<r}.

Notice that in this case all matrices are of type 1., 2., and 4. A major reduction can be obtained
just by taking

{N}'UNZ X Nmu.72 X JS)JZ X L7l}>

where n = max{n; | 1 < kandn;iseven}, m = max{n; | 1 < i < kandn;isodd}, s =
max{m; | 1 <i <randm;iseven}, and / = max{m; | | <i <rand m; is odd}.
If for every 1 < i < k, n; is an odd positive integer, let 2 be the positive integer such that
2h + 1 = max{ny,...,n;}. Let m, n, and k be defined as follows whenever they exist:
-2m+ 1 =max{m; | 1 <j < randm; is odd},
-2n =min{m; | 1 <j < r and m; is even}, and
-2k =max{m; | 1 <j <rand m; is even}.
Then M can be reduced to:

- Ifm,n kexistand n < k,

Nops1 X Jon x Jop (type 8.) and N3 x Jon X Jams1 (type 9.)
- Ifm,n kexistandn =k,
Non1 X Jon (type 7)) and N3 X Jon X Jom+1

- If m exists and n, k do not exist.
Nopyr and N3 X Jomy1 (type 10.)
- If m does not exists and n, k existand n < &,
Nojwg1 X Ton X ok

- If m does not exists and n, k exist and n = k,

Nop1 X Ton

Gz0z Aenuer G| uo ysenb Aq 9£0£56./9z L oezl/ledBIl/E601 0 1/10p/slIE-00UBAPE/[edBI)/WOoo" dNO"oIWEPEDE//:SARY WOl PAPEOIUMOC



On Nilpotent Minimum logics 33

For the particular case of extensions of nf-NML, i.e. when M is of the form M = 7, x- - - X T,
we have the following corollary.

COROLLARY 6.6

Let A be a finite product of finite NM-chains and let /' #~ A4 be a lattice filter on A such that (A, F)
is an extension of Nf-NML. Then the logic defined by the matrix M = (A, F) can be reduced to a
finite set of the following matrices:

1. J, for some positive integer n > 1.

2. Jn x Ji for some positive integers n # k.

3. Jon X Jok X J2i+1 for some positive integers [ < n < k.

4. Jon X Joam+1 X J2141 for some positive integers m < nand m < I.

Our next task is to show that each of the ten different types of matrices identified in the above
theorem defines in fact a different logic, so all of them are non-equivalent matrices. In the following
we consider a generic matrix M with k explosive components and r paraconsistent components,

M=(MF) =Ny x - XNy X Ty X+ X T,

where k+7 > 0,n; > 2 forevery i = 1 -k and m; > 2 for every i = 1 = r, and a number of axioms
and rules, together with the conditions M must satisfy for the corresponding logic to validate them,
that will eventually allow us univocally determine each one of the above ten types of matrices.

Notation conventions: In the following we will use the following notation conventions regarding the
matrix M:

(i) Abusing the language we will say that a component of M is even (resp. odd) when the NM-
chain of the component has an even (resp. odd) number of elements.
(i) Also, we will say that a rule or an axiom is valid in M when it is valid in the corresponding

logic =0
(iii) Foreveryi = 1 =+ k, we will let s; be such that n; = 2s; or n; = 2s; + 1. Forevery i = 1 +r,
we will let ; be such that m; = 2r; or m; = 2r; + 1.

Next we consider the following axiom and rule:
- Axiom BP: Recall the axiom

®P) = (¢ < —¢)?)

that axiomatizes | asan axiomatic extension of NML.

- Rule 3-EVEN: We introduce the following rule that characterizes when M has some even
component:

(F-EVEN) (¢ © —¢)? / 1
The following result shows that (BP) and 3-EVEN characterize matrices with all or some even
components respectively.

PROPOSITION 6.7

1. (BP) is valid in M iff all the components in M are even.
2. The rule 3-EVEN is valid in M iff there is an even component in M.
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PROOF.

1. Assumea € M.

2. If all components of M are even, then for every 1 < i < k + r, a(i) # 0. Recall that 0 is the
fixpoint of the i-th component of M. Thus — ((a <~ —-a)z) = 1 € F. Hence (BP) is valid in
M.

3. Ifthere is some odd component | < i < k+rinM,letb € M be an element such that b(i) = 0,
then

. 2) —s;, ifi<k;
((b(’) < —b@) ) = | —py, ifi > k.
Thus (BP) is not valid in M.

4. Leta € M. If there is a component 1 < i < n such that »; is even then (a(i) < —a(i))? = —s;,
thus (¢ <> —a)> ¢ F and the rule 3-EVEN holds. Analogously for the case where there is
1 <j < r such that m; is even. If all components in M are odd, then M has negation fixpoint
c=1(0,...,0)and (c & —¢)*> = (s1,...,8"1,...,7) = 1 € F. Thus the rule 3-EVEN fails
in M. O

We continue by introducing some additional axioms and rules that are needed for our task.

- Axiom Vn: Recall the axiom (V3) (p1 — ¢2) V (92 = ¢3) V (93 — ¢4), that axiomatizes 1.3
relative to NML. We consider its generalization for any number n > 0:

Vo) \/ (@i = @is)

1<i<n
- Rule MINO,,:
(MINO,) A\ —(pi > pir1) / L
1<i<n
- Rule MAXO0,,:

(MAXO0,) ¢%,...,¢Z,¢1—>w,...,¢n—>w/ V(@ = gip) x =i | VY

1<i<n—1
- Rule MIN0¢*": Consider next the following rule
(MINO;™") V @o-e?| v A —— e / L

1<i<2n+1 1<i<2n

- Rule MAX 029
2 2
(Maxoudy KTV R T TR VN (70 R CT (7= )|
! (=012 V (Vi<icn@i = @ir) x @) VY Vy

- Axiom goﬂ“Xladd:

(™ ((<p1 < 101)2) vV @i =)

I<i<n+1
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Now, for every matrix M = (M,F) = Ny x - X Ny X T, X -+ + X Ty, We introduce the
following definitions that will be used in the next proposition:

minl (M) = min{¢ : NV, is one of the components of M},
min0(M) = min{¢ : J; is one of the components of M},
max0(M) = max{t : Jp; or Jas41 is one of the components of M},
min0°(M) = min{¢ : Jo; is one of the components of M},

max0’ (M) = max{t > 0 : Jos11 is one of the components of M},

max1°(M) = max{t > 0 : My is one of the components of M}.

Then the following characterization results can be shown to hold.

PROPOSITION 6.8
The following characterizations of the validity of the axioms and rules considered above hold:

e Foreveryn > 1,

(iii) (Vn) is a tautology of M iff either £ = 0 or minl (M) < n.
(iii) The rule MINO,, is valid in M iff £ > 0 or minO(M) < n.

e And for every n > 0,

— The rule MAXO, is valid in M iff either » = 0 or max0(M) < n.

— The rule MINO™®" is valid in M iff either there is 1 < i < k such that »; is even, or
min0° (M) exists and min0¢(M) < n.

— Therule MAXOZ‘M is valid in M iff either » = 0, or every m; is even, or max0°(M) < n.

- (p,]l‘“XIOdd is a tautology of M iff either k£ = 0, or every n; is even, or max1°(M) < n.

PROOF. For the sake of the simplicity and in order to ease the reading of this paper we only show the
proof of first item. The proofs of the remaining items are similar, although a little bit longer.

e Letay,...,an+1 € M. Since n > 1, notice that for everyj = 1 +r

V (@ik+j) = a1 +)) # —r;.

1<i<n

If £ = 0, by the previous remark (Vn) is a tautology. Then assume k > 0. If n; < n, for every
component j = 1 = k there is 1 < i < n such that ;(j) < a;41(j). Therefore \/,_;_,(ai() —
ai+1())) = s; and (Vn) is a tautology of M. If, without loss of generality, we assume that
n1 > n. Then, there exist ¢c; > ¢ > -+ > ¢y41 € NM,,. Thus, there exist aj,...,a,41 € M
such that a;(1) = ¢; and Vlsign(“i(l) — aij+1(1)) # s1. Hence, (Vn) is not tautology of/\/lD

With the previous propositions, we can eventually prove that the ten types of matrices identified
in Theorem 6.5 cannot be reduced any further, in the sense that they all define different logics.

THEOREM 6.9
Two different matrices of types described in Theorem 6.5 define different logics.
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PROOF. To begin with, notice that Modus Ponens allows us to characterize NML-extensions while
the Excluded-Middle axiom characterizes nf-NML-extensions:

| type | EM | MP |

1 NO | YES
2 NO | YES
3 YES | NO
4 YES | NO
5 YES | NO
6 YES | NO
7 NO | NO
8 NO | NO
9 NO | NO
10 NO | NO

For matrices of type 1 and 2, thus NML-extensions, the axioms (BP) and (Vs) together with the rule
3-EVEN are enough to distinguish them. In the following tables, an inequality in a column, with
header an axiom or a rule, stands for the condition under which the matrix in the same row validates
the axiom or the rule. For instance, in the next table the matrix N>, satisfies the axiom (Vs) whenever
2n <s.

| type | matrix | BP | 3-even | Vs |
1 Nay YES | YES 2n <s
1 Nomat NO NO 2m+1<s

2 No x Nome1 | NO YES 2m+1<s

For matrices of types 3, 4, 5, and 6, thus nf-NM extensions, the axiom (BP), and the rules 3-EVEN,
MINO,, MAXO0;, MINOSY®", and MAXO?dd are enough to distinguish them:

| | matrix | BP | J-even | MINO, |
3| Jan YES YES 2n<s
3| Joms1 NO NO 2m+1<s
4 | Jan X Jok YES | YES 2n<s
4| Jam+1 X Jain NO NO 2m+1<s
4 | Jon X Jors1 NO | YES | min{2n,2/+ 1) <s
51 Jan X Jok X Jait1 NO YES 21+1<s
6 | Jon X Jomt1 X J2s+1 | NO | YES 2m+1<s
| | matrix | MAX0, | MINO“®" | MAX0%% |
3| T n<s n<s YES
3| Jom+1 m<s NO m<s
4| Ton X T2k k<s n<s YES
4 | Domr1 x Joi1 I<s NO I<s
4 | Ton x J2i1 max{n, [} <s n<s [<s
5| Jon x Jak X Jois1 k<s n<s I<s
6 | J2n X Jams1 X Joi1 | max{n,l} < n<s I<s
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For matrices of types 7, 8, 9, and 10, the axiom M4 1% and the rules 3-EVEN, MINO,, MAXO,,
MINO2*", and MAX0%% are enough to distinguish them:

| | matrix | pMAX1™ | 3 even | MINO, |
7 | Mapa1 x Jok h<s YES 2k <s
8 | Napw1 X Jon X Jok h<s YES 2n <s
9 | A5 x Jon X Fomp1 | YES YES | min{2n,2m + 1} <3
10 | N3 X Jamsl YES NO 2m+1<s
| | matrix |  MAX0, | MINO®*" | MAX0%% |
7 | Nong1 x Tak k<s k<s YES
8 | Mang1 X Jon X Jok k<s n<s YES
9 | N3 X Jon X Jams1 | max{n,m} <s 2n <s m<s
10 | M3 X Jom+1 m<s NO m<s

O

Next, we are in position to prove that, in general, axiomatic extensions of NML and its non-falsity
preserving companions are not equivalent as deductive systems in the sense of Blok and Pigozzi [3].
We first recall that all finitary extensions of NML are described in [24]. The following theorem and
figure summarize this result.

THEOREM 6.10

(cf. [24, Theorem 3.7]) L is a finitary extension of NML iff there exists (n,m, k) € {(n,m, k) €
(wT)? | n > m > k} such that L is the finitary logic defined by the following finite set of matrices
{Nan, Naki1, No X N1} Moreover,

e if k = m, then L is the axiomatic extension NMLyy 2,m+1 defined by {N2y, Nog+1}-
o if k # m, then L is axiomatized relative to NMLy, 2m+1 by the rule

(2 s
Sk(Yo, .., Yk

Figure 5 depicts the dual lattice of finitary extensions of NML.

PROPOSITION 6.11
Let L be an axiomatic extension of NML different from CPL and t3, then L and nf-L are not
equivalent deductive systems.

PROOF. Assume L and nf-L were equivalent. Since L is algebraizable, so is nf-L. Moreover,
equivalency is inherited for every finitary extension in the following sense: every finitary extension
of L defined by the set of matrices {N2,;, Na X Nagi1, Noms1} is equivalent to the logic defined
by the set of matrices {2, J2 X Jok+1, Jom+1}- If L is an axiomatic extension of NML such that
L#CPL and L# L3, then =), is an axiomatic extension of L. Thus =y, and |=, are equivalent
and both lattices of finitary extensions are isomorphic. But, this leads to a contradiction, because
the only consistent proper finitary extension of =7, is CPL, as shown in Theorem 6.10. While,
after Corollary 6.6 and Corollary 6.9, CPL and [=p, « v, are two different consistent proper finitary
extensions of =7,. O
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® N2o+1

(®,0,0)

=

N11

Q‘ ] . ™

2)
N9 le}' s (0,0,
| ’ | "
ﬂ!’ | e (0,0,1)
|

s (©0,0,0)

‘0'0'0). (1,001 (2,0,
N2=CPLN4 N6 N8

Figure 5. Lattice of finitary extensions of NMIL.

6.2 Maximal paraconsistent logics of finite matrices

In the previous subsection we have dealt with matrices given by a finite product of finite NM-chains,

but, as already commented, not all finite NM-algebras are finite products of finite chains. As it is well

known, finite NM-algebras are finite products of finite directly indecomposable NM-algebras. In this

section we are going to characterize finite directly indecomposable NM-algebras and this result will

help us to obtain all maximal paraconsistent logics given by matrices over finite NM-algebras.
Recall that a NM-filter of an NM-algebra A is any set /' C A4 such that:

e lekF.
o Ifaue Fanda < b, thenb € F.
o Ifa,be F,thenaxb e F.

We say that F' is proper if 0 ¢ F', and F is a prime if it is proper and for every a,b € Aifavb € F,
thena € F or b € F. As usual, Spec(A) denotes the set of prime filters of A. Since the prelinearity
condition holds for every NM-algebra, if F is an NM-filter of A, F' is prime iff A/F is a NM-chain.

Using Zorn’s Lemma one can prove that for any proper NM-filter F' there is a maximal proper
NM-filter G such that F C G. Moreover, every maximal filter is prime. The radical of A, denoted by
Rad(A), is the intersection of all maximal filters of A. We define coRad(A) = {a € A | —a €
Rad(A)}. From the characterization of the radical of MTL-algebras given in [30], we have that
Rad(A) = {a € A | a" > —a, for alln > 1}. In the case of NM-algebras, since every NM-algebra
is 3-contractive, then Rad(A) = {a € A | a* > —a}. In the case of NM-chains it can be reduced to
Rad(A) ={a € A|a> —a}.

DEFINITION 6.12
An NM-algebra A is local iff it has a unique maximal filter.
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PROPOSITION 6.13
Let A be a local NM-algebra. Then:

e A = Rad(A) U coRad(A) if A does not have a negation fixpoint;
e A = Rad(A) U {c} U coRad(A) if A has a negation fixpoint c.

PROOF. If A is local then let M be its maximal filter, which coincides with Rad(A). For any a €
A, let a/M denote the class of a modulo M. Since A/M is simple, then either A/M = NM; or
A/M = NMjs. If A/M = NMy, then 4 = 1/M U 0/M. Notice that 1/M = M and 0/M =
(=1)/M = {a | —a € M}, thus 4 = Rad(A) U coRad(A) and A does not have a negation fixpoint.
If A/M = NMs, let a € A4 be such that a/M # 1/M = M and a/M # 0/M, then a/M = (—a)/M.
By the subdirect representation theorem, A Cgp [ [z, Spec(A) A/F and a = (a/F)Fespec(a)- Since A
is local, a/F C a/M and (—a)/F < (—a)/M for every prime filter of A. Since F is prime, A/F is
totally ordered, hence either a/F = —a/F, or a/F > (—a)/F,ora/F < (—a)/F.1Ifa/F > (—a)/F
or a/F < (—a)/F, then either a/F or (—a)/F belongs to Rad(A/F) = M/F, which leads to the
contradiction that either a € M or —a € M. Thus, a/F = —a/F for every F € Spec(A). Hence a is
the negation fixpoint of A and a/M = {a}. (I

PROPOSITION 6.14
Let A be an NM-algebra. A is directly indecomposable iff A is local.

PROOF. Assume A is indecomposable. Recall that an NM-algebra is indecomposable iff its only

boolean elements are 0 and 1. Let ¢ € A, notice that 24> = — (—-az)2 is a boolean element, thus
20> =1or2a? = 0.1f 2a* = 1, then —a? < a* < a, thus a € Rad(A). If2a%> = 0, then a®> = 0, so a
cannot belong to any proper filter. This shows that Rad(A) is in fact a maximal filter, so A is local.
Assume A is local. Let b be a boolean element of A, then b/Rad(A) is also a boolean element of
A/Rad(A). Since A/Rad(A) is a simple algebra, it is indecomposable, hence the class of b/Rad(A)
is either 1 or 0. Thus, either b € Rad(A) or —b € Rad(A), and since b is boolean, this in turn implies
b=1lorb=0. ([l

COROLLARY 6.15
Every finite NM-algebra is a finite product of finite local NM-algebras.

THEOREM 6.16
The only finite matrices defining maximal paraconsistent logics are J3, J1, and J3 X Ja.

PROOF. For practical reasons, in the following proof we will identify a matrix J; with its
corresponding logic = 7.

Notice that 73, J1, and J3 X Ja are not explosive. Let M be a paraconsistent finite matrix. By
Lemmas 6.1 and 6.2 we may assume that M = (A, F) is a submatrix of J,, X -+ x J,, where
each m; > 2. By Corollary 6.15, A = Ay x --- x A, where each A, is a finite local NM-algebra.
Moreover, since F is a principal lattice filter, let a = (ay, . . ., a,) be the generator of the filter, then
F =F, x--- x F,, . Since the matrix logic (A, F') is not explosive then for every j = 1 =7, (A}, F})
is also not explosive.

If A; has a negation fix point, then trivially VM3 is embeddable into A; and 73 is a submatrix of
(A, F}). If A; does not have a negation fix point, let a be the minimum of the elements in Rad(A;).
If a # 1, then {1,a,—a, 0} is the universe of a subalgebra S of A; isomorphic to NMjy. Since the
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CPL
J3 x N2 Ja X Ny
¢ s e
JS J3 X J4 J4

Figure 6. Maximal paraconsistent logics.

logic of (A;, F;) is not explosive then Rad(A;) is not trivial, @ # 1 and a, —a € F;. Therefore J4 is a
submatrix of (A;, F;). Summing all up:
- Ifall 4;’s have a negation fix point then 73 is an extension of the logic given by M.
- Ifall 4;’s do not have a negation fix point then J4 is an extension of the logic given by M.
- If there is some 4; with a negation fix point and there is some A, with no negation fix point
then J3 x J4 is an extension of the logic given by M. O]

Recall from [1] that a propositional logic L such that it has an implication connective — for which
the deduction theorem holds, and that is paraconsistent w.r.t. a negation connective —, is called ideal
—-paraconsistent if: (1) there is a presentation of CPL in the same signature than L such that —
and — are interpreted as in CPL; (2) L is a sublogic of CPL; (3) L is maximal w.r.t. CPL; and (4)
every proper extension of L in the same signature is not —-paraconsistent.) It is well known (see
[13]) that J3 is ideal paraconsistent, where the definable implication that satisfies the deduction
theorem (D.T.) is ¢ = ¥ = (—¢ — ¢)> — . However we show that both 74 and J3 x J4 are
not ideal paraconsistent. Note that the logic defined by the matrix J4, denoted J4 in Fig. 6, is not the
same as the logic defined by the matrix (L4, F|/3) over the 4-valued MV-chain, also denoted J4 in
[12]. Actually, unlike J4, the logic defined by the matrix (L4, F1/3) was shown in [12] to be ideal
paraconsistent. Assume 74 is ideal paraconsistent. Then [J4 has a definable implication — satisfying
D.T. such that ¢ — v is classically equivalent to ¢ — . Then ¢ =7, ¥ iff =7, ¢ — ¥. By
Proposition 5.7, =7, ¢ — ¥ iff Fcpp ¢ — Y iff @ =cpp . Thus, J4 and CPL coincide, which is a
contradiction, since the MP rule is valid in CPL but not in J4. For the case of 73 x J4, since [J» X Ja
is a proper extension of 73 x J4 different from CPL and the tautologies of /> x J4 are exactly the
classical tautologies, J3 x Ja is not maximal w.r.t. CPL. Therefore, it is not ideal paraconsistent.

7 Conclusions and future work

In this paper we have considered logics induced by logical matrices defined on NM algebras with
lattice filters, with special attention to those that are paraconsistent and preserve the non-falsity.
Interestingly enough, as a first main contribution, we have shown that the logic defined by a matrix
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(A, F), where A is a NM-chain and F a lattice filter of A, can be reduced to either to a 1-preserving
logic (B, 1) for some B subalgebra of A, to the well-known paraconsistent logic Js3, or to a non-
falsity preserving (paraconsistent) logic (B, (0,1]) for some B subalgebra of A. Moreover, we have
axiomatized the non-falsity preserving companion of the logic NM, denoted nf-NM, corresponding
to the matrix ([0, 1]nar, (0, 1]). A second main contribution is the study of the expansion of the
paraconsistent logic nf-NM with a consistency operator so to obtain a Logic of Formal Inconsistency
(LFI). Several classes of such operators and their logics have been considered and fully characterized.
A final third main contribution is the full classification and characterization of all the logics of
matrices defined over finite products of finite NM-chains with lattice filters, where the presence of
the F g filters makes the study much more complex than the case of considering only F filters, that
was already studied in [23].

Within the class of Mathematical fuzzy logics, the lattice filter-based NM logics studied in
this paper are remarkably related to those over extensions of Lukasiewicz logic L, over Godel
logic with involution G™, and over Product logic with involution /77, since all of them share a
strong or involutive negation, although there are notable differences among them as well. Actually,
Lukasiewicz and Godel logics are, together with Product logic, the most prominent BL-logics, while
NM is the most prominent logic among the extensions of the involutive MTL logic, IMTL, that
is not a BL logic. At this point we would like to make the following remarks about analogies and
differences among the logics nf-NM, nf-£, nf-G™, and nf-IT"":

e Since the three-element NM-algebra, M V-algebra, and G™-algebra are termwise equivalent, we
have nf-NM; = nf-L3 = nf-GJ’, which in turn coincide with the well-known d’Ottaviano and
da Costa’s logic J3.

e Both nf-G™ and nf-IT™ are interpretable in G~ and IT™ respectively by the double negation
transformation. Indeed, in both G and /7 the residual negation —¢ = ¢ — 0 is Gddel negation,
whose interpretation in [0, 1] is the mapping defined by —x = 1 if x = 0 and —x = 0 otherwise.
Then, it holds that, for L € {G™, IT™}, ¢ k-, ¥ iff =—¢ - ==/ Moreover, it is not difficult
to check that if we add the following modified modus ponens rule

- (mod-MP): From ¢ and =—¢ — —— derive

to the axioms and rule of L, one gets a sound and complete axiomatization of nf-L. Note that
in the logics nf-G™ and nf-IT~, the usual Modus Ponens rule is sound.

e The study of the lattice of matrix logics defined over finite M V-algebras and finite G~ -algebras
with lattice filters is simpler than in the case of NM-logics since all finite MV-algebras or G™-
algebras are products of finite chains. This is not the case with NM-algebras. However, it is
an open problem whether the logics defined over finite NM-algebras that are not products of
NM-chains give raise to different logics.

e About the non-falsity preserving companion of Lukasiewicz logic nf-L, it is worth noticing that
the technique used in Section 4.4 to prove completeness of nf-NM, is very general, and it can
be applied to prove completeness for the non-falsity preserving companion of any axiomatic
extension of a MTL logic with an involutive negation (i.e. an extension of an IMTL logic), see
e.g. [19]. In particular, nf-L can be axiomatized by the following system:

— Axioms of L

~ Rule of Adjunction: (Adj) &7

pAY
— Reverse Modus Ponens: (MP")

-V x
—p VvV (g —>Y) VvV x
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. ) v, 9>y .
— Restricted Modus Ponens: (r-MP) T, ifky ¢ — ¥

Indeed, by applying the proof technique of Proposition 4.13 and Theorem 4.15, one readily
gets that this logic is (finite strong) complete with respect to the finitary consequence relation
defined by the logical matrix ([0, 1]y, (0, 1]).

Remarkably, this logic can be seen as a more genuine paraconsistent counterpart of L rather
than that the logic FT introduced by Avron in [2], since FT maintains the connectives A, V
and — but replaces Lukasiewicz implication by another one that validates Modus Ponens in
(10, 1]prv, (0, 17).

e Finally, about the question of whether the non-falsity preserving logics are Logics of Formal
Inconsistency, there is a difference between nf-NM and nf-L on the one hand, and nf-G™ and
nf-IT~ on the other, since the former logics do not have a definable consistency operator, while
in the latter logics one can define such an operator from the A operator (where Ax = —~x), as
ox = A(x VvV —x). So nf-G™ and nf-IT~ are LFIs while nf-NM and nf-L are not.

As for future work, we envisage to extend this work in at least two lines. One aspect to further
analyse is the complexity, expressive power and further properties from a paraconsistency point of
view of the non-falsity preserving logics nf-L, with L being a finitary extension of NML. Another is
to open the scope and study the definition and axiomatization of non-falsity preserving companions
of MTL extensions in general, deepening the preliminary results in [19]. We also plan to study some
of the logic systems analysed here from a proof-theoretic perspective.
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