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ABSTRACT ARTICLE HISTORY
Non-additive uncertainty theories, typically possibility theory, belief Received 15 September 2022
functions and imprecise probabilities share a common feature with Accepted 14 July 2023
modal logic: the duality properties between possibility and neces- KEYWORDS

sity measures, belief and plausibility functions as well as between Modal logic; MEL;

upper and lower probabilities extend the duality between possibil- tukasiewicz fuzzy logic;
ity and necessity modalities to the graded environment. It has been Belief functions; Possibilistic
shown that the all-or-nothing version of possibility theory can be logic

exactly captured by a minimal epistemic logic (MEL) that uses a very
small fragment of the KD modal logic, without resorting to relational
semantics. Independently, a belief function logic has been obtained
by extending the modal logic S5 to probabilistic graded modali-
ties using tukasiewicz logic, albeit using relational semantics. This
paper shows that a simpler belief function logic can be devised by
adding tukasiewicz logic on top of MEL. It allows for a more natural
semantics in terms of Shafer basic probability assignments.

1. Introduction

There are two distinct lines of research that aim at modelling belief and knowledge:
modal logic and uncertainty theories. Modal logic extends classical logic by introduc-
ing knowledge or belief at the syntactic level using a specific symbol, often denoted by
[, that prefixes logical propositions (Hintikka, 1962). To say that g is true is equated
to the claim that proposition ¢ is known or believed. Such a proposition as [y is called
epistemic. Note that in this approach belief and knowledge are all-or-nothing con-
cepts, i.e. such things as degrees of belief, let alone knowledge, are not considered
(up to a few exceptions, e.g. van der Hoek (1992), where grades are generally based
on a count of possible worlds rather than referring to a graded scale). Moreover, in
this approach knowledge is understood as true belief (assuming [lp — ¢ is an axiom,
called T).

The second line of research, on the contrary, sees the notion of graded belief as cen-
tral, and attaches degrees of belief to propositions representing subsets of possible
states of affairs. In other words, if 2 is the set of states of affairs, belief is represented
by a set function g : 2% — [0, 1], where g(A) represents the amount of confidence in
a statement of the form x € A, where x is the ill-known state of affairs. Typically, g(A)
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is a degree of probability. However in the last 50 years, other types of set functions
have been used, such as possibility and necessity measures (Dubois et al., 1994; Dubois
& Prade, 1988, 2014; Zadeh, 1978), belief functions (Dempster, 1967; Shafer, 1976;
Smets, 1988) or imprecise probabilities (Walley, 1991). The rise of uncertainty theo-
ries different from and often more general than probability functions was basically
motivated by the need for a sound representation of partial knowledge (including
uncertainty due to sheer ignorance), that probability functions fail to capture. In this
paper, we focus on Shafer belief functions, showing that they are natural graded exten-
sions of the all-or-nothing kind of uncertainty captured by epistemic or doxastic modal
logics, albeit with simpler semantics based on possibility theory.

Quite early there have been some scholars pointing out the similarity between
Shafer belief functions and modal epistemic logics. The first work along this line seems
to be due to Ruspini (1986, 1987). He pointed out that the degree of belief Bel(A) =
Y gca M(E), where m is the underlying mass assignment function, a probability distri-
bution over the set of subsets of €2, can be viewed as the probability of the support of
a proposition ¢ where A = Mod(g) is the set of models of ¢. In Ruspini’s terminology,
the support set of ¢ is the set of propositions that imply ¢; a set E such that m(E) > 0
(focal, in the sense of Shafer) is called an epistemic set by Ruspini. His work suggested
that a belief function logic can be built over the epistemic logic S5. Later, Harmanec
et al. (1994) formulate an interpretation of the Dempster-Shafer theory in terms of the
standard semantics of modal logic, and Pearl (1988, 1990) noticed that the degree of
belief can indeed be viewed as a probability of provability, viewing a non-empty subset
E such that E C A as an argument proving ¢ with probability m(E).

Smets (1988) noticed that Bel(A) is of the form P(Ly), i.e. the probability of fully
believing ¢, and developed this point in Smets (1991). This line of thought has been
also investigated by Provan (1989a, 1989b, 1990) where the combination of belief
functions using Dempster’s rule of combination corresponds to a combination of cor-
responding support clauses. Besides, an early investigation of the propagation of belief
degrees in a Boolean logic setting can be found in Chatalic et al. (1987). Saffiotti (1992)
introduced a so-called belief function logic (BFL) where a first order sentence can be
associated with a pair of grades respectively representing the beliefs that the sentence
is true and that the sentence is false (hence the sum of these grades should be less than
1). Cholvy (2015) proposes a propositional reading of evidence theory where the frame
of discernment is related to a propositional language, which enables her to consider
non-mutually exclusive alternatives in the frame.

Building on the probability of provability view, Besnard and Kohlas (1995) have gen-
eralised the concept of belief function, constructing an evidence theory on top of
very general logics defined by consequence relations in the sense of Tarski. However,
as negation need not be defined in these general logics, the usual duality relations
between belief and plausibility functions of Dempster-Shafer theory do not hold in
general.

Sossai (1999, 2000) proposed a logic for belief functions (also called BFL!) that is a
proper extension of classical logic, the axiomatization of which includes both prob-
abilistic and possibilistic semantics as special cases. In this logic, one can represent
for any Boolean event, the ‘meta-event’ stating that its belief is at least «; we can
also encode an unnormalised version of Dempster rule of combination, where the
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contradiction can receive a positive mass. This logic has been applied convincingly to
robotics (Sossai et al., 2001, 1999). However, the above-mentioned formalisms have
limited expressive power, because they do not account for the modal feature of belief
functions in their syntax. In contrast, Godo et al. (2001, 2003) defined a logic for belief
functions as a probabilistic logic expressed over a modal logic, namely, the whole
modal logic S5. Finally let us mention, for the sake of completeness, quite a different
approach to reasoning about belief functions (and other quantitative representations
of uncertainty) developed in Halpern (2003)’s book. It is based on a rich language
built over linear combinations of likelihood terms that can encode the characteristic
property of total monotonicity of belief functions as a denumerable set of axioms.

There are two issues when trying to unify the two traditions about belief represen-
tation (modalities and set functions).

First at the syntactic level, what is the most appropriate language for support-
ing a belief function logic? Choosing the language of S5, objective and epistemic
propositions cohabit and can be combined. However, using the set function approach,
all propositions (events) are encapsulated by the set function since all of them are
assigned degrees of confidence. So, to design a minimal modal counterpart of belief
functions, only epistemic formulas should be used. Besides, complex propositions
involving nested modalities belong to the language of S5. Even if they can be sim-
plified using S5 axioms, there is no set function counterparts of propositions prefixed
by nested modalities (unless we consider the case of 2nd order probabilities and
generalise them accordingly, which leads to formal and conceptual difficulties).

Second, at the semantic level, do we need accessibility relations to model uncer-
tainty? Most presentations of modal logics, including epistemic logic, equip them with
Kripke semantics, that is, accessibility relations. Modal logics at large are indeed tai-
lored for a logical description of relations and their compositions. In the case of the
logic S5, they are equivalence relations. The relational semantics makes it possible to
evaluate all formulas of the modal language on objective states of affairs. Typically, Clp
is true in state w € Q if ¢ is true in all states R(w) accessible from w via the relation
R on interpretations (for S5, R(w) is the equivalence class of w). This has led epistemic
logic specialists to claim that imprecise information is expressed by indiscernible states
of affairs, which is not obvious to grasp.! In contrast, interpreting the truth of (g as
Bel(Mod(¢)) = 1, we can see that this is the case if ¢ is true in all epistemic (focal) sets
where ¢ is true. It clearly suggests that in order to get a simpler belief function logic,
we should replace accessibility relations by epistemic sets in the sense of Ruspini.

The process of simplifying the modal language and semantics has been carried out
in the setting of possibility theory with the logic MEL (Banerjee & Dubois, 2014). The
idea was

e to restrict the language to epistemic formulas of the form Oy, where ¢ is
propositional, and their combination using negation and conjunction;

e to evaluate modal formulas on epistemic sets;

o to keep the axioms K, D and a form of necessitation axiom

In such a logic, we have that g is true in the epistemic set E if and only if E C
Mod(gp) if and only if Ne(Mod(¢)) = 1, where N is a necessity measure (a special case
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of belief function when focal sets are nested) induced when the epistemic state of the
agent is E. Noticing that Bel(A) = ) ;.o Ne(A)m(E), it is clear that we can envisage to
build a genuine belief function logic on MEL rather than the full-fledged S5, and eval-
uate modal formulas on mass assignments. Moreover, previous works on tukasiewicz
logic make it possible to consider that even if ¢ is a Boolean proposition, [Clp can be
a many-valued one ranging on [0, 1], assuming that the degree of belief in ¢ is the
degree of truth of (.

This is the programme followed by this paper whose structure is as follows. Section 2
recalls the minimal epistemic logic MEL. Section 3 recalls tukasiewicz fuzzy logic.
Section 4 puts probabilities on top of MEL formulas and shows its connection to
belief functions. Section 5 casts the probabilistic version of MEL into tukasiewicz
logic, thus providing a simpler belief function logic, with simpler syntax and clearer
semantics not needing accessibility relations. Finally, Section 6 extends the language
to truth-constants in order to reason with quantified beliefs. The conclusion discusses
limitations of this logic and future possible developments.

2. Background I: the logic MEL

The usual truth values true (1) and false (0) assigned to propositions are of ontological
nature (which means that they are part of the definition of what we call proposition),
whereas assigning to a proposition a value whose meaning is expressed by the word
unknown sounds like having an epistemic nature: it reveals a knowledge state accord-
ing to which the truth value of a proposition (in the usual Boolean sense) in a given
situation is out of reach (for instance one cannot compute it, either by lack of comput-
ing power, or due to a sheer lack of information). It corresponds to an epistemic state
for an agent that can neither assert the truth of a Boolean proposition nor its falsity.

Admitting that the concept of ‘'unknown’ refers to a knowledge state rather than
to an ontic truth value, we may start with Boolean logic where asserted formulas are
interpreted as beliefs, and add to its syntax the capability of stating that we ignore
the truth value (1 or 0) of propositions. To this end we need to make a syntactic dif-
ference between not knowing the truth of a statement in classical propositional logic
(CPL) and knowing that this statement is false. The natural framework to achieve this
purpose is modal logic, and in particular, the logic KD. Nevertheless, only a very limited
fragment of this language is needed. We do not need nested modalities, as long as
we do not need to model introspection (‘I believe that | believe:-- ), nor objective sen-
tences (without modalities) since we only deal with beliefs. The logic MEL (Banerjee
& Dubois, 2009, 2014) was defined for that purpose.

Given a standard propositional language £, consider another propositional lan-
guage L whose set of propositional variables is of the form Vo= {y | ¢ € L} to
which the classical connectives (A, Vv, —,—, =) can be applied. It is endowed with a
modality operator expressing certainty, that encapsulates formulas in L. So, there is
one propositional variable for each formula in L. As usual, Qg is short for =[J—¢, and
expresses the idea that ¢ cannot be ruled out. Formulas in £ are clearly modal for-
mulas of depth 1, denoted by ®, ¥, . . .. In particular, the formula 0¢ A O—¢ expresses
that the truth-value of ¢ is unknown. The language of MEL could be as well named
CICPL, to highlight the fact that it only involves boxed propositional formulas.
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MEL is a propositional logic on the language £ with the following semantics. Let
Q be the set of classical interpretations for the propositional language L.

A model of a propositional formula ¢ € L is an element of Q where g is true; we will
denote by Mod(p) C 2 the set of models of ¢.

In contrast, models (or interpretations) for MEL correspond to consistent epistemic
states, which are simply subsets @ # E C Q. The truth-evaluation rules of formulas of
L0 in a given epistemic model E are defined as follows:

e EEUp if EC Mod(p)
e E=—d if Ef®
e EEOAY if E=dandE =W

The intuition is that if the epistemic state of an agent is £ and E C Mod(g), then this
agent believes that ¢ is true; in other words, ¢ is true in all situations the agent believe
to be possible. Note that contrary to what is usual in modal logic, modal formulas are
not evaluated on particular interpretations of the language £ because modal formulas
in MEL do not refer to the actual world.

The notion of logical consequence is defined as usual: Let T be a set of Lo-formulas
and ® be another such formula; then I' = @ if, for every epistemic model E, £ &= @
whenever £ = W forall W e T.

MEL is a logic that allows an agent to reason about another agent’s beliefs or knowl-
edge, not about one’s own beliefs. If we admit an agent is aware of her knowledge, we
can assume that when asked about the truth of a proposition ¢ the agent can always
say either that she believes it is true (), false ((CJ—¢) or does not know (Op A O—¢),
which corresponds to a complete MEL base. The situation is different if one only wants
to reason about what an agent knows of the beliefs of another agent. Then the former
may partially ignore what the latter knows. A MEL base (any set of formulas in MEL)
should be interpreted in this way.

This point becomes clear when considering the formula Clg v [I—g, equivalent to
=(Q¢p A O—¢), expressing the negation of ignorance. It says that the former agent
knows that the latter agent knows the truth-value of ¢, but the former agent does
not know what it is. When neither [lp nor L1—¢ can be derived from a MEL base, such
a formula makes no sense if the [ modality has an introspective flavour.?

MEL can be axiomatised in a rather simple way, see Banerjee and Dubois (2014). The
following is a possible set of axioms for MEL in the language of L:

(CPL) Axioms of CPL for Lo-formulas

(K) Ul — ¢) — Ue — Uy)

(D) Op — Op

(Nec) Oy, foreach ¢ € L thatis a CPL tautology, i.e. if Mod(¢) = .

The only inference rule is modus ponens. The corresponding notion of proof,
denoted by gL, is defined as usual from the above set of axioms and modus ponens.
This set of axioms provides a sound and complete axiomatization of MEL, that is,
it holds that, for any set of MEL formulas I' U {®}, T = @ iff I" Fpe. @. This is not
surprising: MEL is just a standard propositional logic with additional axioms, whose
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propositional variables are the formulas of another propositional logic, and whose
interpretations are subsets of interpretations of the latter. Namely, we have that I FmgL
@ if and only if I' U AX(MEL) Fcp. @, where Ax(MEL) is the set of all instances of the
above axioms (CPL), (K), (D) and (Nec), and cp, is the syntactic inference in standard
propositional logic. All we have to do is to show that the additional axioms ensure
that a standard interpretation of the £ language corresponds indeed to a necessity
measure based on a consistent epistemic state.

When the propositional language £ is built over a finite set of propositional vari-
ables, for every interpretation w € Q there is a propositional formula whose only
model is w. Indeed, if V is the finite set of propositional variables, then the maximal
elementary conjunction (or min-term) o,,, defined as

Ow = /\p/\ /\_'P,

peVwE=p peVwlp

is such that Mod(o,,) = {w}. A similar result also holds for MEL. We have seen that mod-
els for MEL-formulas built from V are subsets of €, that is, 22\ {#J} is the set of MEL
models. Then, for a given MEL-model E C €, there is always a MEL-formula X whose
only model is E. Indeed, let ¢r a propositional formula whose set of models is E (for
instance one can take g = \/,,r 0w), and consider the MEL-formula

X = Uge A Agg,

where
Age = [\ ~O(ge A —ow)).
weE

Then one can check that S =y Ze iff S = E. Namely:

(SIS DOge A (/\ ﬂD(quAww)>} =

weE

(SISCEN[ SISk —Olge A —ow)} =

weE

(SISCEYN[ SIS ZE\{w}} = {E}.

weE

As a consequence, if E and E’ are two different subsets of 2, then the formula ¢ A Zg
has no models, or equivalently, by completeness of MEL, the formula

—(%g A Xp) (M

is a theorem of MEL. Moreover, the MEL-formula \/_4 Z¢ has the same set of models
as ®, hence, by completeness, MEL proves the equivalence

o= \/ F. )

ECQE=®
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Remark 2.1: More generally, a MEL knowledge base or theory I' whose only model
is E is complete, that is, for each MEL-formula ¥, either ¥ or =W follows from T'.
As said earlier, intuitively, this base represents the knowledge of an agent 1 who knows
(or believes (s)he knows) the epistemic state of another agent 2. That is, for every
proposition ¢ of the language £, agent 1 knows whether for agent 2, ¢ is true, false
or unknown. When the MEL base of agent 1 is incomplete (i.e. when the MEL base
has several models), there are propositions for which the latter cannot say whether for
agent 2, such propositions are true, false or unknown. Note that for any proposition ¢,
an agent can always respond to the question: for you is ¢ true, false or unknown? so an
agent is aware of his epistemic state. But he may partially ignore the epistemic states
of other agents, which is modelled by incomplete MEL knowledge bases.

3. Background II: Lukasiewicz fuzzy logic

tukasiewicz infinite-valued logic (Lukasiewicz, 1930) is one of the most prominent
systems falling under the umbrella of Mathematical Fuzzy Logic, see the Hand-
books (Cintula et al., 2016, 2011a, 2011b). In fact, together with Godel infinite-valued
logic (Godel, 1932), it was defined long before fuzzy logic as a discipline was born, and
has received much attention since the fifties, when completeness results were proved
in Rose and Rosser (1958), and via algebraic means by Chang (1958, 1959). The latter
developed the theory of MV-algebras, which is now widely studied in the literature.
For many details and results about tukasiewicz logic and MV-algebras the reader is
referred to the monographs (Cignoli et al., 2000; Mundici, 2011).

The language of tukasiewicz logic is built in the usual way from a set of proposi-
tional variables, one binary connective —; (that is, tukasiewicz implication) and the
truth constant 0, that we will also denote as L. A valuation e maps every propositional
variable to a real number from the unit interval [0, 1] and extends to all formulas in the
following way:

e(0) = 0,
e(p =1 ) =min(1 —e(p) +e(y), 1).

Other interesting connectives can be defined from them. In Table 1 one can find a
list of the primitive and some derived connectives together with their definitions and
associated truth-functions on the real unit interval [0, 11.

The truth-functions of tukasiewicz logic (primitive) connectives over the real unit
interval [0, 1] define an algebra which is referred to as the standard MV-algebra and
denoted by [0, 1]yy. It generates, in universal algebraic terms, the equivalent algebraic
semantics of Lukasiewicz logic in the sense of Blok and Pigozzi, that is, the variety of
MV-algebras (Cignoli et al., 2000; Mundici, 2011). A valuation e is called a model of a set
of formulas T whenever e(p) = 1 for each formulag € T.

Axioms and rules of Lukasiewicz Logic are the following, see e.g. Cignoli et al. (2000),
Hajek (1998):

k) ¢ =1 (¥ =1 9)
t2) (@ =1 ¥) =1 (¥ =L x) =L (@=L X))
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t3) (mg =1 =Y) =1 (Y —>19)
t4) (o =1 YY) =1 Y) > (Y —>1L9) =1L 9)
(MP) Modus ponens: from ¢ and ¢ — i derive

From this axiomatic system, the notion of proof from a theory (a set of formulas),
denoted by +, is defined as usual.

The above axioms are tautologies: they are valid (i.e. they are evaluated to 1 by any
valuation), and the rule of modus ponens preserves validity. Moreover, the following
completeness result holds.

Theorem 3.1: The logic t is complete for deductions from finite theories. That is, if T is a
finite theory, then T - ¢ iffe(¢p) = 1 for each tukasiewicz valuation e model of T.

Remark 3.1: This completeness result with respect to the standard semantics on
[0, 11my is not valid for deductions from general (non-finite) theories. If one wants
to enforce such a stronger completeness result then one has to either to add to
tukasiewicz logic the following infinitary rule of inference (Montagna, 2006):

¢ = Y", foreachn e N
VY

(IR)

where " is a shorthand for ¥& .7. &, or to replace the standard real chain [0, 11yy
by an MV-chain on a hyperreal unit interval [0,1]* as the domain of truth-values
and hence allowing for infinitesimal and co-infinitesimal values (Cintula et al., 2009;
Flaminio, 2008).

Observe that tukasiewicz logic does not satisfy the deduction theorem in full gener-
ality, it only satisfies the following local form: T, ¢ b  iff there exists n € N such that
Ty ¢" — Y. There, n depends on the formula ¢.

4. Probabilities on MEL formulas and belief functions
We first introduce the notion of probability function on MEL-formulas and then we will

see that they are intimately related to belief functions on propositional formulas.

Table 1. Main connectives of Lukasiewicz logic and their interpretations.

Connective Definition Truth-function
Falsum: 0 0,
Implication: —; min(1,1 —x+y),
Truth: 1 T=¢p—¢ 1,
Negation: =, —p=¢—. 0 1—x,
Strong disjunction: & OBY i=—p > Y min(1,x +y),
Strong conjunction: & @&y == —(—pp D L Yr) max(0,x +y —1),
Difference: & 0Oy =&Y max(0,x — ),
Equivalence: = o= = (p =L V& = @) 1—Ix—=yl

Weak conjunction: A
Weak disjunction: v

o AY =& = Y) min(x, y),
OV Y=o Ary) max(x, y)
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4.1. Probabilities of MEL formulas

Definition 4.1: A probability function on the language of MEL-formulas £ is a
mapping u : Lo — [0, 1] such that:

(M) u(=®) =1—pu(®)
(M2) (@ Vv WY) =pu(P)+pn(¥) —u(@AWw)
(M3) w(®) =1,ifye @

Note that, by (IT1) and (I13) above, any probability « on MEL-formulas satisfies that
w(—=®) = 0whenever -y ®. Also, if ® — W isatheorem of MEL, then pu(—=® v ¥) =
1, and by additivity (T12), 1 = u(—=®) + u(¥) — u(=® A W) < u(—=P) + u(¥) =1 —
w(®) + (W), and hence u(d) < u(W). As a consequence, we have that probabilities
on formulas respect logical equivalence.

Lemma 4.2: Let i : Lyg — [0, 1] be a probability on MEL-formulas. Then:

(i) Iftmer © — W, then (@) < w(W).
(i) IfEpeL @ = W, then u(®) = w(W).

Actually, probabilities on MEL-formulas are in one-to-one correspondence with
probability distributions on MEL-models. As the latter are non-empty sets, such prob-
abilities define random sets on €.

Indeed, recall that @ denotes the set of classical interpretations for the language
L,and let P: 227 [0, 1] be a probability measure on the power set of Q such that
P({@}) = 0, and define

1p(®) = P(E S Q| E = O)). 3)

Then wp is a probability function on MEL-formulas. Notice that, subsets of 2 are indeed
the elements (atoms) in 229, hence up(P) = ZEl:q) P({E}). Then:

o up(~®)=PUEC QIEK®) =P \(ECQ|EE®)=1-PI{EC Q]
EE &) =1— up(P).

o up(PVY)=PH{ECQ|EEOVYH=PH{ECQ|EEQIU{ECQ|EE
UD=PAECQ|EEDPH+PECQIEREV)-PHECQ|EEPIN{EC
Q| EE WV} = up(®) + pup(V) — up(® A W). .

o ifmeL @, then pup(®) =PH{EC Q| EE ®}) =P({E C Q}):P(Z2 )=1.

Conversely, let u : Ly — [0, 1] be a probability on MEL-formulas, and define the
mapping P,, : 2% — [0, 1] on 2% as follows: for every £ C Q,

Pu({E}) = n(Xe), 4)

where Zs is a MEL-formula having S as the only model (such a formula always exists in
a finite setting, recall Section 2). So defined, P, is a probability distribution on 2%, that
is, >_rcq Pu({E}) = 1. This follows from the fact that, if @ is a theorem of MEL then, by
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(I13), we have u(®) = 1, and by (2) and (I12), we have:

T=p@=pnl)\ EE) =Y w(Ep) =) Pu(ED.

ECQ ECQ ECQ

Then, by additivity, P, can be naturally extended to a probability measure on the whole

space 229, that we will keep denoting it by P,,. Namely, for each set of sets {S1,...,Sm},

we have P, ({S1,...,5m}) = X_; P ({Si).
Moreover, up, = pand Py, = P.Indeed,

up, (@) = Pu(EIEEOD = Y PuB) 2 Y u(Sp) = u(@),
E=® E=o

the last equality being a consequence of (1) and (2). On the other hand,

Pup(St S = D P (i) 2" p(Ss)

2> PASH =P(AS1, - Smb)-

4.2. Belief functions on propositional formulas

Here we show the connection between probability functions on MEL formulas and
belief functions on propositional formulas.

Definition 4.3: A belief function on formulas of £ is a mapping bel : £ — [0, 1] such
that:

(B1) bel(<p) = Tand bel(—-ga) =0, if |_CPL ®,
(B2) bel(p1 Vv -V ¢n) > Z/g{1,_,,,n}(—1)“|+1be/(/\ielwi)IV” > 2, (oo—monotonicity),3
(B3) bel(p) = bel(yr), whenever cpL ¢ = .

If the language is finitely generated, then it is easy to show that any such belief
function on formulas of L is determined by a belief (set) function on £, the set of
classical interpretations of £. Indeed, if Bel : 2 — [0, 1] is a belief function, then the
corresponding mapping bel on L defined as

bel(¢p) = Bel({w € Q | w = ¢}) (5)

is clearly a belief function on formulas of £. Conversely, if bel is a belief function on
formulas of £, then we can define a mapping Bel : 2 — [0, 1] by putting, for every
ECQ,

Bel(E) = bel(gk), (6)

where ¢ is a propositional formula whose set of models is E.
This formula always exists in the finite setting, and moreover this is well defined
because belief functions on formulas respect classical equivalence.
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Notation convention: From now on, without danger of confusion, if Bel is a belief
function on subsets of interpretations we will denote its corresponding belief function
on formulas by bel, and conversely.

Finally, let us explicitly show the one-to-one relationship between probabilities on
MEL-formulas and belief functions on propositional formulas.

Proposition 4.4: A mapping bel : L — [0, 11 is a belief function on formulas from L iff
there is a probability i on MEL-formulas from L such that bel(¢) = n(Og).

Proof: Let bel : £ — [0, 1] be a belief function on formulas of £. Then let Bel : 2% —
[0, 1] be the belief function on 2 as defined in (6). Then let mp : 2% — [0, 1] be the
corresponding mass distribution on 2%, obtained by the Mébius transform of Bel, that
is, the unique set function such that, for every £ C Q, Bel(E) = )y Mpe(F). Let us

denote by Py the corresponding probability measure on 22%, and let Wpy be its
associated probability function on formulas according to (3). Then we have:

bel(p) = Bel(Mod(9)) = Y mpei(F) = Poei({F | F I= Op}) = papyy ().
FSMod(p)

Conversely, let us consider a probability i : Lo — [0, 1] on MEL-formulas, and let us
check that the mapping bel,, : £ — [0, 1] defined as

bel, (¢) = n(p)

is a belief function on propositional formulas.

Indeed, let us check that bel,, satisfies the conditions (B1), (B2) and (B3). As for (B1),
if FcpL @, then FveL Og as well, and hence, by (I13), we have bel, (¢) = n(Up) = 1.
Also, (=g — Q=g is an instantiation of Axiom (D), but $—¢ is equivalent to =g,
and hence [J—¢ — =gy is a MEL theorem. By (i) of Lemma 4.2, we have u({—g¢) <
n(—=Ug), but u(=Ugp) =1 — pn(ep) =1-1=0.

As for (B2), note that for any propositions ¢1, . . ., ¢n, the MEL-formula
\ Ogi | -0\ @
i=1,n i=1,n

is a theorem of MEL, and hence, by Lemma 4.2, u(\/,_; , Opi) < w( @/ ;1 , 9))) =

belﬂ(\/i:Ln (pi)-
On the other hand, by applying iteratively the additivity property of © we get:

7 \/Dcﬂi =

i=1,n
=Y u@p) = > w@@Ag)) + > g AgAQR)) = =
i ij ijk

= bel,(p) — Y bel,(gi A @)+ Y bel,(oi Agj A pr) =+
i ij iik
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Therefore, we get:

bel, \/(p; =u \/D(Pi >

i=1,n i=1,n

> ) bel(9) — ) bely (i Ag) + ) bely(pi Agj Agr) — -
i i ik

that is, bel, also satisfies (B2). Finally (B3) is a direct consequence of (ii) of Lemma 4.2.
|

The mass assignment mgg(E) is equal to the probability P(Xg), where the modal
formula 3¢ introduced earlier has E for only model (it expresses the idea that all that is
known is E). It has been recalled that mg, is the Mobius transform of Bel

meel(E) = ) (=D)"\¥IBel(A).

AECA

In Banerjee and Dubois (2014), it has been shown that this Mdbius transform formula,
in the all-or-nothing case (mge(E) = 1), reduces to the modal formula =g, which is in
agreement with the belief function logic presented in the next section.

5. A two-layer modal logic over Lukasiewicz logic for belief functions

As should be clear from the previous section, the problem of defining a logic for belief
functions on classical propositions can be reduced to defining a probability logic over
MEL. This is what we do in this section, using the approach by Hajek et al. (1995) and
Hajek (1998) to define probability logics as modal theories over tukasiewicz logic, and
greatly simplifying the approach in Godo et al. (2001, 2003) that defined a logic for
belief functions as a probabilistic logic over the whole modal logic S5.

5.1. Thelogic FB(MEL,t): syntax, semantics and proof system

We consider now the two-layer logic FB(MEL, ), where t is tukasiewicz logic, to rea-
son about the probability of MEL formulas. The guiding idea, as already mentioned in
the Introduction and following from Hajek (1998), is to formalise the fact that belief
functions on classical propositions can be seen as probabilities on modal formulas. To
this end, we proceed like Hajek (1998) who formalises probability as a fuzzy modal-
ity P in the setting of tukasiewicz logic to reason about the probability of classical
propositions; but this time, in the following, the modality P will apply not to classical
propositions but to MEL formulas.
The language of FB(MELL) consists of the following two kinds of formulas:

- MEL-formulas: taken from the language £, built over a finitely generated proposi-
tional language £, as defined in Section 2. General MEL-formulas will be denoted
by capital greek letters ®, W, . ..
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— P-formulas: atomic P-formulas are of the form P®, where ® is a MEL formula;
compound P-formulas are propositional combinations of atomic ones with
tukasiewicz connectives —, & —, and will be denoted by capital letters A, 5, . . ..
In particular, we will call B-formulas to those built from P-formulas of the form
POy, that will be also denoted as Bg.

The semantics of FB(MELt) is basically given by belief functions Bel : 2¢ — [0, 1] on
subsets of the set Q2 of interpretations for the propositional language L, or equivalently
by their corresponding belief functions on formulas, i.e. bel : £ — [0, 1].

Recall that epistemic MEL-models are just non-empty subsets of interpretations
from Q, hence a belief function Bel : 2 — [0, 1] is actually a probability function on
the set of MEL-models.

Then, the evaluation of an arbitrary atomic P-formula ® by a belief function on

formulas bel is defined as follows (recall the definition of the probability P,e on 22°
introduced in the proof of Proposition 4.4):

IP®lper = Poet((E € Q| E b= ®}) = Y Poey(E).
E=a

Note that, in the particular case when @ is a B-formula, that is, a formula of the form
® = [y, then

IPOlloer = ) Poet(E) = Y Poei(E) = Bel(Mod(p)) = bel(p),
E=d ECMod(p)

and hence, B-formulas are faithfully interpreted by belief functions.
The truth-evaluation of compound P-formulas is then defined by using tukasiewicz
truth-functions. For instance,
[P® — | PW|lpe; = min(1,1 — [[PP|lpes + [IPW | per)

|[P® & PY||per = max(0, [[PP|lpes + [IPW|lpes — 1)

[PD A PY|lpes = min(||PD||pers 1PV ber)

[P® v PW|lper = max(|[PD | pers [IPY [l per)

[=LP@llper = 1 — [PP|lpes

The above semantics allows us to define a natural notion of logical consequence for
P-formulas.

Definition 5.1: For any set T U { A} of P-formulas, we say that .4 logically follows from
Tin FB(MEL, t), written T [=¢ A, if for any belief function on formulas bel, we have that
I1Bllpes = 1 forall B € Timplies || Allpe; = 1 as well.

Now we introduce the following axiomatic system for the belief function logic
FB(MEL, 4):

e Axioms and rules of MEL for MEL-formulas
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e Axioms and rules of tukasiewicz logic for P-formulas
e Probabilistic axioms (for P-formulas):

(FPO) P®, for ® being a theorem of MEL

(FP1) P(® — U) —, (PO —; PW)

(FP2) P(—=®) = — PD

(FP3) P(® Vv W) = (PO —; P(® A W)) —, PU

(FP3) might look a bit mysterious, but for a probability measure P we indeed have
that min(1,1 — min(1,1 — P(A) + P(AN B)) 4+ P(B)) = min(1, max(0, P(A) — P(A N B))
4+ P(B)) = min(1, max(P(B), P(A) + P(B) — P(AN B)) = P(AU B). Actually, this axiom
can be shown to be logically equivalent to this other scheme

P(® Vv W) = Pd D PV O P(D A W)

that better expresses the finite additivity property of the modal operator P.
Using these axioms and rules, one can then define a syntactic notion of proof for
P-formulas.

Definition 5.2: Let T U {A} be a set of P-formulas. Then A syntactically follows from T
in FB(MEL, &), written T ¢ A, if it can be proved from T in the natural way from the
above axioms and inference rules.

Note that, since (g v Oy) — (¢ Vv ¥) is a theorem of MEL, then by the neces-
sitation rule, g P((Le v Uyr) — Ul(e Vv ), and by (FP1), we have that gz P(Llp v
Oyr) — PO(¢ Vv ¥). In general, for any n, the formula

PLN Ogi | =P[OV ¢,

i=1,n i=1,n

is a theorem of FB(MEL, t).

5.2. Soundness and completeness

Our next task is to show that the above axiom system is sound and complete for the
belief function semantics introduced above. To provide a proof we first need some
preparation. The idea is to translate proofs from finite theories in FB(MEL, t) into proofs
from larger but still finite theories in tukasiewicz logic, and then to take advantage
of completeness of L to show that models of this larger theory correspond to belief
functions on formulas.

The usual strategy to prove completeness of probabilistic modal logics like
FB(MEL, ) w.r.t. probabilistic models consists in the following steps (see e.g. Cintula
& Noguera, 2014; Flaminio et al., 2011 for more details):

(ST) First of all we define a syntactic translation ° from modal to propositional for-
mulas of tukasiewicz logic by interpreting every atomic modal formula P® in a
new propositional variable pp and extending © to compound modal formulas by
commuting with connectives:
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- (P®)° =po
- (=LA = A°
- (AxB)° = A° x B°,forx € {—[,& V, A}
(S2) The translation of all instances of the axioms (FP0)-(FP3), gives rise to a proposi-
tional t-theory FP° such that, for every (finite) set of modal formulas T U { A},

Thp A iffT°UFP° H A°,

see for instance (Flaminio & Godo, 2007; Flaminio et al., 2011) and Hajek (1998).

Now, assume that T /g A and hence T° U FP° 4 A°. Now, even if T is finite, FP°
is an infinite theory, and since tukasiewicz logic is not strongly standard complete, i.e.
standard complete with respect to deductions from infinite theories, then we cannot
guarantee in principle the existence of a tukasiewicz valuation in the real unit inter-
val [0, 1] that is a model of T° U FP° and a countermodel of A°. However, since we are
assuming that the propositional language L is finitely generated, both £ and £ con-
tain only finitely-many different formulas modulo logical equivalence. Thus, for each
propositional formula ¢ we can choose one representative ¢* of its equivalence class.
Moreover, the MEL sublanguage of £ generated by atomic modal formulas of the
form e*, although infinite, has also finitely-many non-logically equivalent formulas,
and so again, for any MEL-formula @ in this sublanguage we can pick a representative
®* of its equivalence class. Let us denote by L}, this finite set of MEL-formulas. Finally
let (FP°)* be the finite subtheory of FP° built from instances of the axioms (FP0)-(FP3)
with formulas of L. Then one can show the following chain of equivalences:

Tt A iffT°UFP®  A° iff T° U (FP)* H A°.

Now, T° U (FP°)* is finite, and thus, by completeness of tukasiewicz logic, there is an
[0, 1]-valued tukasiewicz valuation e such that e(T° U (FP°)*) = 1 and e(A°) < 1. But
since e is a model of the (translations of the) axioms (FP0)-(FP3), then the mapping i
on MEL-formulas ® defined as

pe(®) = e(poe)
is a probability on MEL-formulas, and hence the mapping bel,,, : £ — [0, 1] defined as

bel,,.(¢) = pe(Pyp)

is a belief function on formulas that is a model of T but does not satisfy A.
Thus, the following completeness result holds.

Theorem 5.3 (Belief function completeness of FB(MEL,L)): Let T be a finite modal
theory over FB(MEL, t) and A a P-formula of FB(MEL, ). Then T g A iff || A|lpes = 1 for
each belief function bel model of T.

5.3. Reasoning with comparative beliefs

FB(MELL) can be used to reason in a purely qualitative way about comparative state-
ments about belief functions on propositions, as done in Harmanec and Hajek (1994),
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by exploiting the fact a FB(MELt)-formula of the form By — By is 1-true in a model
defined by a belief function bel iff bel(y) < bel(¢). Therefore, if we represent the state-
ment ‘the event ¢ is at least as believed as the event ¥’ as ¥ < ¢, then an inference of
the form

from Y1 <@1,...,¥n <@pinfer y <v

can be faithfully captured by the following derivation in FB(MEL/L)
By — Ben,...,BYn — Byn g Bx — Bv.

Wong et al. (1991) axiomatically characterise the strict comparative relations > among
subsets of a finite set X induced by belief functions on 2X. They consider binary
preference relations < C 2 satisfying the following conditions:

(B1) (assymetry) : A > Bimplies B ¥ A

(B2) (negative transitivity) : A % B,B # Cimplies A # C

(B3) (dominance): A 2 BimpliesB # A

(B4) (partial monotonicity) : if A D Band AN C =, then A > BimpliesAUC = BUC
(B5) (non-triviality) : X > @

Then Theorem 4 in Wong et al. (1991) reads as follows: A relation > in 2X satisfies con-
ditions (B1)—(B5) iff there is a belief function Bel : 2X — [0, 1] such that, for any A, B C X,
A > BiffBel(A) > Bel(B).

Here we consider an equivalent set of axioms for the non-strict comparative relation
= . Indeed, let us consider the following postulates for a relation = on 2%:

(BW1) (2%, >)is a total pre-order, that is for anyA,B,C C X,
—A>A
—A > B,B> CimpliesA = C
—A>BorB>A
(BW2) A D BimpliesA =B
(BW3) wheneverA D BandANC=¢,ifBUC>AUCthenB>A
BW4) O+ X

Note that BW2 expresses monotonicity of belief functions with respect to inclusion; so
due to the condition A 2 Bin BW3, the assumption BU C > A U Cis actually equivalent
to BUC ~ AUC, where ~ is the equivalence relation contained in »= (and likewise
for the conclusion B > A). So BW3 is a condition of equivalence preservation. BW3 is
in fact a weakening of the axiom of comparative probability (de Finetti, 1937) (where
the condition A 2 B is not required, but BN C = @ is, and the last implication is an
equivalence).

Then one can prove that both systems of postulates are equivalent (we omit the
proof as it is a routine checking).

Proposition 5.4: (1) Let > < 2X be a relation, and let = be its non-strict associated
relation defined as A = Bif A = B or B * A. Then, if = satisfies (B1)-(B5) then =
satisfies (BW1)-(BW4).
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(2) Conversely, let = C 2X be a total preorder, and let > be its strict counterpart,
ie. A= Bif A= Band B} A. Then, if = satisfies (BW1)-(BW4), then > satisfies
(B1)-(B5).

Then the following representation is an equivalent reformulation of (Wong
etal, 1991, Th. 4).

Theorem 5.5: Let X be a finite set and = a relation on 2X. Then, there exists a belief
function Bel : 2X — [0, 1] such that

A > Biff Bel(A) > Bel(B)
if and only if the relation = satisfies the properties (BW1)—(BW4).

Now, in FB(MEL, ) let us introduce the notation ¢ > v to refer to the formula Bg —
By, that is, we define:

gy =By — BY.

Looking at > as a sort of propositional binary connective, it turns out that g precisely
captures the semantics of the belief comparative relation = in the sense that ¢ >3 ¥
is 1-true in a belief function model if, and only if, the belief degree of ¢ is greater than
or equal to the belief degree of .

Then, by completeness of FB(MEL, t), the following analogues of the properties
(BW1)-(BW4) hold:

(BW1) Frrorpo
Frg (9 > Y)&(Y g x) =1 (9 >B X)
Frs (9> ¥) V (Y > )
(BW2) Iftcpr o —> Y then Frp Qg
(BW3) Iftcpr (9 — Y1) A=(¥ A x) then (¥ Vv x) > (¢ V x) Frs (Y >5 @)
(BW4) tFpg = (Trepg L)

where we recall that ¢p; denotes proof in classical propositional logic.

Nonetheless, taking advantage of the additive flavour of the semantics of
tukasiewicz connectives, FB(MEL, t) also allows reasoning about statements with a
more quantitative flavour, e.g. an statement like ‘g is as twice as believed as ¥’ can
be represented by the formula

BYr & Byr — Be.

Indeed, recalling from Section 3 the interpretation of Lukasiewicz strong disjunction &,
for any belief function on formulas bel, ||ByYr @& By — By||pes = 1 iff bel(¢) > min(2 -

bel(y), ).

6. Reasoning quantitatively by adding truth-constants

We have seen in the previous section that FB(MEL,L) is a suitable formalism to reason
about belief functions basically in a qualitative or comparative way. If one wants to
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explicitly reason about numerical statements, like ‘the belief of ¢ is (or is at least, at
most) 0.6', an elegant solution is to replace in FB(MEL,t) the outer logic t by the so-
called Rational Pavelka logic, denoted RPL, that is the expansion of t with rational truth-
constants.

Before introducing the logic FB(MEL,RPL), we first briefly recall the main notions
and properties of RPL. Following Hajek (1998), the language of RPL is the language
of tukasiewicz logic expanded with countably-many truth-constants r, one for each
rational r € [0, 1].

The evaluation of RPL formulas is as in tukasiewicz logic, with the proviso that valu-
ations evaluate truth-constants to their intended value, that is, for any rational r € [0, 1]
and any valuation e, e(r) = r.

Note that, for any valuation e, e(r — ¢) =1 iff e(p) >r, and e(r = ¢) = 1 iff
e(p) =r.

Axioms and rules of RPL are those of t plus the following countable set of book-
keeping axioms for truth-constants:

(BKL) r—;s=min(1,1 —r+s), foranyrationalsr, s €[0,1].

Since all the other Lukasiewicz connectives are definable from —; and the constant 0,
similar book-keeping axioms are derivable, for instance,

(BKg) r&s = max(r+s—1,0), foranyrationalsr, s <[0,1],

(BK-) —ys=1—r, foranyrationalr €[0,1].
The notion of proof is defined as in Lukasiewicz logic, and the deducibility relation will
be denoted by Fgp . Moreover, completeness of tukasiewicz logic smoothly extends
to RPL as follows: if T is finite theory over RPL, then T Fgp, ¢ iff e(¢) = 1 for any RPL-
valuation e model of T.

Itis customary in RPL to introduce the following notions: for any set of RPL formulas
T U {p}, define:

- the truth degree of ¢ in T as:
llellt = inf{e(p) : eis a RPL-valuation model of T},
— the provability degree of ¢ from T as:
| @ l[r=sup{re[0,1]g | T Fre T — ¢}.

Then, the so-called Pavelka-style completeness for RPL refers to the result that
| ¢ |T = |l¢llT holds for any arbitrary (non necessarily finite) theory T (Hajek, 1998).
Note that | ¢ |1 = « does not guarantee that T Fgp, @ — ¢, even if « is ratio-
nal. However, if T is finite, we can restrict ourselves to rational-valued tukasiewicz
valuations and get the following result, proved in Hajek (1998).

Proposition 6.1: If T is a finite theory over RPL, then:

e ||¢llTisrational, henceif |@||[t = rthenT bgp r — .
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In particular, |||l = TiffT FppL @.

Finally, let us introduce the logic FB(MEL,RPL). To this end, we only have to expand
the language of P-formulas with truth-constants r, one for every rational r € [0, 1], and
in the axiomatic definition of FB(MEL,t) we add the book-keeping axioms (BK) of RPL.
The semantics remains basically the same as for FB(MELt), given by belief functions
on formulas bel, with the obvious further requirement that ||r||pe; = r for each rational
r when evaluating compound P-formulas involving truth-constants. We will denote the
notion of proof in FB(MEL,RPL) by Fggg.

Theorem 6.2 (Belief function completeness of FB(MEL,RPL)): Let T be a finite modal
theory over FB(MEL,RPL) and A a P-formula of FB(MEL, RPL). Then T tgg A iff || Allpe; = 1
for each belief function bel model of T.

To conclude this section, we can show that a sort of a graded modus ponens
rule, valid in probabilistic logic and similar to the one of possibilistic logic, is also
valid in FB(MEL, RPL) for formulas of the form r — B¢ (encoding inequalities of the
kind bel(¢) > r), getting a sort of belief function counterpart of standard possibilistic
logic (Dubois et al., 1994).

Proposition 6.3: The following deduction holds:

{r >1 Byp,s —1 Blp = ¥)} Frgr max(r +s—1,0) - By.
Proof: Since [I(¢ — v) — (e — Oy) is an axiom of MEL, by axiom (FPO),
PL(p — ¥) — (Up — Ly)),
is a theorem of FB(MEL, RPL), and by axiom (FP1), FB(MEL, RPL) also proves:
PU(p — ¥) =1 P(Ue — Uy).

By using again axiom (FP1) on the right-hand side of the above implication, we can
prove:

PU(p — ¥) =1 (PUp — PLY),
that is in fact an analogue of axiom (FPO) for B = PLJ, namely
Bl¢ = ¥) =1 (Bp — BY).

Now, using the residuation law of t,* we have that FB(MEL, RPL) proves the following
theorem:

(Bp&B(p — ¥)) —1 BY.

Hence, using this theorem, we can finally prove that the following chain of deductions
hold in FB(MEL, RPL):

r— Bp,s —1 Blp — V) Frg (r&) — 1 (Bp&B(p — ¥))
Frg max(r +s—1,0) — (Bp&B(p — ¥))
Feg max(r+s—1,0) — By. [ |
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Table 2. Links between logical systems in the paper.

Components Logic

t 4+ rationals Rational Pavelka Logic RPL (Hajek, 1998)

CPL 4 weights 4 Necessity axioms Possibilistic Logic of Dubois et al. (1994)

CPL 4 £ + Probability axioms Probability logic of Hajek (1998); Héjek et al. (1995)
CPL + £ + Necessity axioms Possibilistic logic of Hajek (1998); Hajek et al. (1994)
S5 + £ + Probability axioms Belief function logic of Godo et al. (2003)

CICPL + Necessity axioms MEL (Banerjee & Dubois, 2014)

CICPL + weights + Necessity axioms Generalised Possibilistic Logic (Dubois et al., 2017)
MEL+ £ + Probability axioms FB(MELL) (this paper)

MEL + RPL + Probability axioms FB(MEL,RPL) (this paper)

Actually, since necessity measures are a particular kind of belief functions, we can
recover deductions in possibilistic logic (Dubois et al., 1994) inside FB(MEL, RPL) once
we extend this logic with the axiom

B(p Ar) = Bp A BYr.

In such a case, the following characteristic inference rule of possibilistic logic is
derivable:

{r — Bp,s — B(p — )} brgr (r A'S) — By,

Note also that FB(MEL,RPL) includes formulas of the form r — —B—g, expressing that
the plausibility of ¢ is at least r, i.e. inequalities of the form pl/(¢)) > r, where p/
is Shafer’s plausibility function, the dual function of a belief function. Thus in the
above axiomatic extension of FB(MEL,RPL) it is also possible to capture the so-called
generalised possibilistic logic from Dubois et al. (2017).

However, in contrast with possibilistic logic, it is far from obvious that the belief
function logic FB(MEL,RPL) is powerful enough to derive optimal lower bounds s in
formulas s — By inferred from a weighted base of the form {r; — Bg;,i=1,...,n},
using the proof system of the logic FB(MEL,RPL).

7. Conclusions

We have revisited the belief function logic previously proposed by Godo et al. (2003),
based on putting together two ideas: belief functions on classical propositions can be
understood as probabilities on S5 modal formulas, and reasoning about probability
can be formalised as a sort of modal theory over tukasiewicz fuzzy logic. We have
shown that this approach can be conceptually and technically simplified by replacing
the full S5 language by its subjective fragment with a much simpler semantics based
on epistemic states modelled by non-empty subsets of classical propositional inter-
pretations. In short, in the approach of Godo et al. (2003) we have replaced S5 by the
minimal epistemic logic MEL (capturing Boolean possibility theory).

The various logic systems involved in this paper are described in Table 2.

Several points remain to be explored. First, the belief function logic FB(MELL) can
be specialised so as to recover the Lukasiewicz modal logic accounts of probability and
possibility theories. Namely,
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e To recover the probability logic of Hajek (1998); Hajek et al. (1995), it is enough
to add the axiom for the graded probability modality B(¢ vV ¢) = By & (Byr ©
B(¢ A %)) to FB(MEL, ).

e To recover a form of possibilistic logic where possibility and necessity are graded
modalities (Hajek, 1998; Hajek et al., 1994), it is enough to add the axiom of
necessity measures B(¢ A {¥) = By A By to FB(MEL,L).

The belief function logic FB(MELL) could be extended to a richer underlying lan-
guage, allowing objective formulas at the inner level. In this spirit, the MEL logic was
extended to MEL™ (Banerjee et al., 2014, 2017), allowing for the combination of propo-
sitional and modal formulas with a semantics slightly modified. Namely formulas in
MEL™ are evaluated by pairs (w, E), where the interpretation w (representing the actual
world) evaluates objective subformulas, and the epistemic part E evaluates modal sub-
formulas. It is possible to add a probability logic on top of MELT. However this would
mean that the semantics should be based on probability distributions on W x 2%,
whose practical interpretation is a bit hard to figure out. On the other hand, the nat-
ural probabilistic counterpart of pairs (w, E) would be pairs (p, Bel) where p is, say, a
frequentist probability function, and Bel a subjective belief function. But it is not clear
then how to evaluate the truth of a proposition P(®), where ® isa MEL™ formula, using
pairs (p, Bel).

Finally, any belief function specialist will notice that a major component of evidence
theory is missing in the FB(MEL,t) and FB(MEL,RPL) logics: Dempster rule of combina-
tion. The belief function logic in Chatalic et al. (1987) relies on the latter, viewing any
logical statement as a basic probability assignment, and combining them using Demp-
ster rule. This combination rule is also captured by the logic in Sossai et al. (2001). But
none of these two approaches is based on a modal logic. Accounting for Dempster
rule in the style of the FB(MEL, RPL) logic would mean going beyond tukasiewicz or
Rational Pavelka logics, so as to encompass a conjunction connective representing
the product of rational numbers, as preliminarily done on a particular basis in Godo
et al. (2001, 2003) on top of the whole S5 logic. This is yet another non-trivial open
problem.

Notes

1. See Banerjee et al. (2017) for a detailed critical discussion of this view.

2. Namely, | cannot say ‘Il am not ignorant of the truth-value of ¢, but | do not know which
one.’ Besides, the usual modal introspection axioms 4: (g — OOy and 5: Q¢ — 0@
cannot be expressed in MEL.

3. This property is characteristic of belief functions. If the inequality is replaced by equality,
bel is a probability measure, and it can be written at order 2 only. However, inequalities
must be assumed at any order. See Shafer (1976).

4. Namely, the fact that x —; (¢ — ¥) is equivalent to x&p — v in Lukasiewicz logic.
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