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Abstract. As technology widens our possibilities for communi-
cation and knowledge discovery, it can also leave us vulnerable to
misinformation and toxic, abusive, manipulative content, which can
cause substantial harm both individually and collectively. Combat-
ing the malicious use of social media implies solving very complex
and subjective tasks that require a synergy between automated tools
and humans. Existing ML models, trained on vast datasets, excel in
many tasks like summarization, translation, and human-like content
generation. However, we argue that in order for those tools to be ef-
fective, they need to be able to form the types of representations and
semantic inferences that humans use and create, have the ability to
combine automatically acquired data and insights with the domain-
specific expertise of the users, and involve high-level reasoning, all
three features in which knowledge-based and symbolic approaches
to artificial intelligence seem to be well-fitted for.

1 Introduction

The last two decades of technological progress have produced an
increasingly digitalized and interconnected society. Different types
of computer systems coexist with human beings enabling efficient
communication, access to information, and helping carry out a wide
range of daily activities. We call these systems, socio-technical [26],
as they intervene, directly or indirectly, in activities related to a va-
riety of social aspects. Social (media) platforms are a clear exam-
ple of socio-technical systems used seamlessly throughout our daily
lives. People interact constantly on these platforms and increasingly
base their decisions on the content they consume. Although undoubt-
edly useful, they also expose users to different types of cyber attacks
such as cyber bullying, grooming, and hate speech, among others,
that have the potential for causing great damage, both individually
and socially [27, 43], and pose significant challenges to security and
trust.

The tasks of identification, analysis, and monitoring of this type
of phenomena, have received great interest from the scientific com-
munity in recent years, with some advances in Artificial Intelligence
(AI), mostly by means of Machine Learning (ML) tools. Social me-
dia companies invest huge amounts of resources in cybersecurity1 in
order to try to stop this kind of abuses [1]. However, the complexity
of the analysis is beyond the capabilities of the tools provided by the
state of the art, largely due to the subjectivity required to understand
the content, which in most cases requires prior knowledge of the do-

1 Cybersecurity can be informally defined as “the protection of systems (in-
cluding software, hardware, or humans) connected to the internet”.

main, contextual information, and common sense reasoning. These
phenomena are multidimensional, that is, there are a variety of as-
pects that characterize them and that impart different types of risks
to users. It is clear then, that these processes need software tools that
can help people (e.g., analysts) identify and manage malicious con-
tent (and intent) in social media in an effective and sustainable way 2.

In this paper, we argue that in order to effectively tackle such is-
sues, it is necessary to design tools that integrate knowledge and rea-
soning with learning. We show a series of efforts towards this goal
through the formalization and construction of hybrid AI tools that
combine learning with logic-based reasoning and knowledge repre-
sentation models. The overarching line of research that I conduct
aims to deepen the study and development of knowledge-based AI
models that, combined with state-of-the-art ML methods, make it
possible to formulate systems that, on one hand, help researchers
and analysts better understand the intricate reality of social platforms
and also, help users navigate the spectrum of social networks safely.
These systems must be capable of high-level reasoning, which im-
plies, at a minimum, having the ability to combine data and automat-
ically acquired knowledge with expertise in a specific domain, and
also being able to construct and understand the types of semantic
representations and inferences that humans use and create. Our hy-
pothesis is that knowledge-based models, in particular those based on
logic, can be helpful in providing such capabilities, especially when
focusing on identifying and combating malicious use of social media.

The paper is organized as follows. In Section 2 we discuss work
on Hate Speech and the incorporation of argumentation theory in the
automatic generation of counternarratives. In Section 3 we describe
several approaches to interactions in social platforms. Finally, in Sec-
tion 4 we describe a framework to develop hybrid intelligent socio-
technical systems, and we show its application in the study of several
tasks related to monitoring and combating the malicious use of social
media, more specifically, adversarial deduplication, fake news spread
and detection, and monitoring of social media content.

2 Hate Speech and Counternarratives

Hate speech has accompanied human evolution, however, by means
of social media and new technologies such as Generative AI, hate
speech can be amplified beyond human scale, spreading faster and
increasing its reach, furthermore, coupled with disinformation it can

2 One of the problems with human moderators is that they are often exposed
to toxic content for long workdays.
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lead to stigmatization, discrimination and large-scale violence34.
The most predominant strategy adopted so far by social media

companies to counter hate speech is to recognize, block, and delete
these messages and/or the users that generated it. This strategy has
two main disadvantages: first, though it prevents a message from
spreading further, blocking and deleting does not counter its con-
sequences on those who were already exposed to it. Second, since
the response is of binary nature, so is the classification of a message,
i.e., a message is or is not hate speech, leaving no place for subtleties
or shades of interpretation. This strategy seems to be an overly sim-
plistic approach to deal with such an inherent complex phenomenon
and can generate accusations of overblocking or censorship.

An alternative that has gained attention in the last years, is to op-
pose hate content by responding directly to the message, refuting or
undermining it [4, 7]5. In this way, the consequences of mistakes in
speech classification are minimized, overblocking is avoided, and it
helps to spread a narrative against hate that can reach people that are
not necessarily convinced, or not involved in the conversation6.

The huge volume of online messages makes it clear that such ac-
tions cannot be carried out effectively in a “manual way”, even with
thousands of volunteers taking part in this effort independently or
in coordination. In this scenario, automated generation of counter-
narratives is a tempting avenue; however, apart from being a very
complex and subjective task of natural language interpretation, this
task also poses a great challenge due to the complex linguistic and
communicative patterns involved in argumentation. Though tradi-
tional ML approaches have typically produced less than satisfactory
results for argumentation mining and generation, the recent avail-
ability of Large Language Models (LLMs) provides a promising ap-
proach to address such tasks in general and of counter-narratives
generation in particular. Recent work shows that LLMs are capable
of tackling several argumentative reasoning tasks with some degree
of success [40]. However, as [23] show in their in-depth analysis of
the argumentative capabilities of GPT-3, although the language they
generate is clearly argumentative, most of them are not considered
acceptable arguments by humans, falling in fallacies like “begging
the question” and providing mostly irrelevant information.

In our line of work related to hate speech, we argue that the
identification of argumentative information within the messages can
improve the quality of arguments generated by LLMs, more con-
cretely, in improving the quality of automatically generated counter-
narratives against hate speech. In [14] we studied this hypothesis by
comparing the following scenarios: (i) using LLMs without any spe-
cific adaptation to the task or domain, (ii) using LLMs that have been
fine-tuned using a dataset of counter-narratives, (iii) using LLMs in a
few-shot approach, and (iv) providing to the model additional infor-
mation about some of the argumentative aspects of the hate speech.

The datasets used for training, fine-tuning, few-shot, and testing
were developed in [13] and [14]. In [13], the dataset ASOHMO (Ar-
gumentation Structure Of Hate Messages Online), was created by
enriching the Hateval corpus [3] with a manual annotation of their
argumentative aspects, adapted from [44]’s Periodic Table of Argu-
ments, an analytic approach to represent the semantics of the core
argumentative schemes proposed in [45], but with fewer categories
3 https://www.un.org/en/hate-speech/understanding-hate-speech/hate-speec

h-and-real-harm
4 https://www.unesco.org/en/articles/new-unesco-report-warns-generative-a

i-threatens-holocaust-memory
5 http://www.nohatespeechmovement.org/
6 The Dangerous Speech Project literature review on the effectiveness of

counter-speech actions - https://dangerousspeech.org/wp-content/upl
oads/2021/06/Counterspeech-annotated-bib-as-published-2020.docx.pdf

and based on a limited set of general argument features; it contains
tweets both in English and Spanish. We identified the following ar-
gumentative aspects of hate speech in tweets:

• Justifications and Conclusions.
• Type of Justification and Conclusion: Fact, Policy or Value.
• A Pivot signalling the argumentative relation between Justifica-

tion and Premise.
• Domain-specific components: the Collective which is the target

of hate, and the Property that is assigned to such Collective.

In [14], we presented CONEAS (Counter-Narratives Exploiting
Argumentative Structure), a dataset of counter-narratives defined ac-
cording to the argumentative information labeled on tweets from
ASOHMO [13]. Each argumentative tweet is paired with counter-
narratives of three different types defined by applying systematic
transformations over argumentative components of the tweet, and a
fourth type consisting of any counter-narrative that does not fall un-
der any of the other three 7.

The types of counter-narrative we utilize are the following:

Negate Relation Between Justification And Conclusion Negate
the implied relation between the justification and the conclusion.

Negate association between Collective and Property Attack the
relation between the property, action, or consequence that is being
assigned to the targeted group, and the targeted group itself.

Attack Justification based on its type If the justification is a
“fact”, then the fact must be put into question or sources must
be asked to prove that fact. If it is of type “value”, it must be high-
lighted that the premise is actually an opinion. If it is a “policy”, a
counter policy must be provided.

Free Counter-Narrative If the annotator recognizes a counter-
narrative that does not fit in any of the previous types they are
encouraged to write it down under this fourth type.

TWEET: @user must deport all illegal
migrants india already reeling under
constant threat of muslim radicals curb
population

Justification: india already reeling under
constant threat of muslim radicals curb
population (fact)
Conclusion: must deport all illegal migrants
(policy)
Collective: illegal migrants

Property: muslim radicals

Negate relation between justification and conclusion:
Deporting illegal migrants will not mitigate the problems with
muslim radicals.

Negate relation between collective and property: Illegal mi-
grants are not necessarily muslim radicals.

Negate justification based on type: It is not true that India is
reeling under threat of muslim radicals.

FREE COUNTER NARRATIVE Deporting illegal migrants
without consideration to their circumstances is inhumane.

Figure 1: Examples of each type of counter narratives [14].
7 All counter-narratives, regardless of their type, follow the guidelines of the

Get The Trolls Out project - https://getthetrollsout.org/stoppinghate
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Automated counter-narrative generation has been recently tackled
by leveraging the rapid advances in neural natural language genera-
tion. As with most natural language generation tasks in recent years,
the basic ML approach has been to train or fine-tune a generative
neural network with examples specific to the target task. Examples
of these are [7, 33, 46, 38, 12, 5, 9, 2, 42, 41]. However, none of
the aforementioned datasets or approaches to counter-narrative gen-
eration includes or integrates any additional annotated information
apart from the hate message, possibly its context, and its response.
These datasets are well-suited for neural sequence to sequence ap-
proaches [34, 37], which take one text string and output another. In
this case, they take a hate narrative and output a counter-narrative.
That is why we consider an alternative approach that aims to reach
generalization not by just providing a huge number of examples
(that may not always exist depending on the language or the topic),
but by providing a richer analysis of such examples that guides the
model in finding adequate generalizations. We believe that informa-
tion about the argumentative structure of hate speech, may be used
as constraints for automatic counter-narrative generation. Apart from
generating counternarratives, in [13] we showed that our approach al-
lows also for the identification of such argumentative structures and
components, which could provide analysts with a basis for expla-
nations once the message has been classified as hate speech. Most
aligned to our approach is [8], where they address an argumentative
aspect of hate speech countering. They classify counter-narratives
by type, using a LLM, and show that knowledge about the type of
counter-narratives can be transferred across languages, but they do
not use this information to generate counter-narratives.

The evaluation of counter-narratives is not straightforward either.
So far, no automatic technique has been found satisfactory for this
specific purpose. Automatic metrics proposed for other NLP tasks,
like BLEU [28] for automatic translation or ROUGE [25] for sum-
marization, are not adequate as they strongly rely on word or n-gram
overlap with manually generated examples. These measures are dis-
puted in the NLP community, mostly regarding NL generation, be-
cause they cannot be adapted to cases where there can be many pos-
sible good outputs of the model, with significant differences between
themselves. In our case, valid counter-narratives can present strong
variations not only in the words used but even in the semantics and
communicative intentions that underlie a given choice of words.

Without adequate automatic metrics, many authors have resorted
to manual evaluations for automatically generated counter-narratives.
Such evaluations often distinguish different aspects of the adequacy
of a given text as a counter-narrative for another. In [9], they eval-
uate three aspects of the adequacy of counter-narratives: Suitable-
ness (if the counter-narrative was suited as a response to the original
hate message), Informativeness (how specific or generic the response
is) and Intra-coherence (internal coherence of the counter-narrative
regardless of the message it is responding to). In [2], they assess
these three other aspects: Offensiveness, Stance (towards the original
tweet) and Informativeness (same as [9]). Based on these previous
works, in [14] we proposed initial criteria to manually evaluate the
adequacy of counter-narratives, considering four different aspects:

• Offensiveness: if the tweet is offensive to either the target group,
the author of the tweet, or any other group or person. Possible
values are: Offensive; Possibly Offensive/Not clear; Not offensive.

• Stance: if the tweet supports or counters the specific message of
the hate tweet. Possible values are: Supports the original message;
Not clear/Changes subject wrt original tweet; Counters the origi-
nal message.

• Informativeness: Evaluates the complexity and specificity of the
generated text. Only counter-narratives with a “Counters” Stance
are evaluated. Possible values are:

1. Generic statement: replies that do not incorporate any infor-
mation mentioned on the tweet and could counter many differ-
ent hate messages, e.g, "I don’t think so" or "That is not true".

2. Specific but not argumentative: the reply is a simple state-
ment, possibly composed of a single sentence without provid-
ing justification for the stance, e.g., sentences like “I don’t think
that” or “Do you have proof that” followed by a verbatim copy
of some part of the hate tweet.

3. Specific and Argumentative: counter-narratives with some de-
gree of elaboration of the information contained in the hate
message. We identified three common patterns:

A - replies that take more than one element from the original
message and establish some relation between them (e.g. "I
don’t see the relation between {element from the original mes-
sage} and {other element from the original message}").

B - A statement declaring stance over an element from the orig-
inal tweet but adding a second coordinated statement with
personal appreciations about it (e.g. "I don’t think we should
{some policy mentioned on the tweet}. It is a bad idea").

C - An argumentative reply based on information not mentioned
explicitly in the original tweet, but necessarily inferred, show-
ing a comprehensive understanding of the meaning of the hate
message (e.g. a reply to a tweet concluding with #BuildThe-
Wall saying "Building a wall would cost the taxpayers more"
or "Building a wall won’t give you more control over illegal
trafficking").

• Felicity: Evaluates if the generated text sounds, by itself, fluent
and correct 8. The possible values are: The text is incoherent or
semantic or syntactically incorrect; The text is coherent with small
errors like incoordination of genre/tense/etc. or repeating parts of
the original text without adapting them to the text being generated;
The text is fluent and sounds correct.

To aggregate the results for these four categories, we define
two extra concepts: Good and Excellent counter-narratives. Good
counter-narratives are those with optimal values on Offensiveness,
Stance, and Felicity. Excellent counter-narratives also have the opti-
mal value of informativeness. We believe Informativeness is the most
valuable of the four categories, which is why it is determinant in char-
acterizing Excellent counter-narratives. The Good indicator shows
that productions are not harmful or totally random.

To assess the quality of the counter-narratives generated in the dif-
ferent scenarios, we carried out a preliminary evaluation with human
evaluators, who achieved moderate agreement with each other. Based
on those judgments, we can say that argumentative information by it-
self does not produce an improvement in the counter-narratives, but
high-quality, specifically targeted fine-tuning seems to have a posi-
tive impact. Argumentative information does produce improvements
in scenarios with very small training data and very specific fine-
tuning, which seems promising to produce highly tailored counter-
narratives, as in Gupta et al. [22]. We are at the moment conducting
a broader experiment, in which we have incorporated some of the
latest LLMs for evaluation.

8 It is related to [9]’s Intra-Coherence, but also considers additional dimen-
sions like syntactical and semantic correctness.
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3 Modeling Social Media Interactions
It is undebatable that social interactions mold, to different degrees,
people’s knowledge, beliefs, personalities, and behavior. The formal-
ization of these interactions plays an important role in the design of
cybersecurity tools. In [18], we focused on reasoning about the diffu-
sion of beliefs in social media. A Network Knowledge Base (NKB),
models sources of social communication among users, who also have
access to a stream of news items that are produced by others. NKBs
adopt the typical model of social networks as sets of agents with
various relationships among them and, each agent (a user in the so-
cial network) has its own knowledge base (KB). Each agent is repre-
sented as a vertex, and relationships are represented as arcs between
the vertices. NKBs can thus be seen as complex multilayer networks
that allow representing the individual beliefs of each network node,
as well as multiple attributes of the nodes and their relationships, af-
fording the possibility of combining models for more than one social
platform. Feeds—the pieces of information that each user sees when
engaging with platforms—are modeled as news items (sentences in a
logical language) that represent the source, content, and an indication
of whether the user who posted it is signaling an addition or deletion
to their own KB.

In [18], we defined and formalized local revisions, i.e., re-
sponses/modifications to the local knowledge bases on their feeds),
and each local revision is carried out in parallel. In [16] we report
preliminary experiments on Twitter data showing that different agent
types react differently to the same information. In [17] we processed
raw data obtained from social media based on the framework de-
fined in [18] and [19], and then formulated an action/no action pre-
diction task that takes as input five features that include the user’s
personality type among other social cues. We showed via an exten-
sive empirical evaluation with real-world Twitter data that machine
learning classification algorithms can be successfully applied in this
setting to make simple predictions about user reactions. However, re-
cent efforts towards generalizing such models to predict not only the
intention of a user of responding to a message, but also potential val-
ues for several linguistic features relevant to the ethos and pathos of
online discussion [15], showed that ML models alone may not be suf-
ficient, and we are experimenting with hybrid models that integrate
ML with classical rule mining as well as expert knowledge. This is
part of ongoing collaborations within the framework of the iTRUST
project, seeking the understanding polarization on social media and
its effects 9.

4 An Architecture for Hybrid Intelligent Systems
In this section, we show a more general perspective on the problems
related to the malicious use of social media.

From a cybersecurity point of view, many of the problems asso-
ciated with the malicious use of social media are not necessarily in-
dependent of each other and some of them could be addressed using
similar tools or methodologies. We argue that these problems, and
many others, can be effectively addressed by (i) combining multi-
ple data sources that are constantly being updated, (ii) maintaining
a knowledge base using logic-based formalisms capable of value in-
vention to support generating hypotheses based on available data,
and (iii) maintaining a related knowledge base with information re-
garding how actors are connected, and how information flows across
their network. For this reason, in [30, 39], we proposed HEIST (Hy-
brid Explainable and Interpretable Socio-technical Systems), which

9 https://www.chistera.eu/projects/itrust

is an application framework 10 that aims to guide the implementation
of hybrid socio-technical systems that require explainable outputs.
The motivation for defining such architecture follows the idea that
in order to build truly intelligent and trustworthy socio-technical sys-
tems, their behavior needs to be based on knowledge, not just domain
knowledge but also related to the user and how the system is used.

We briefly describe each of the six components, referring the
reader to [39] for a full description. For an illustration of the archi-
tecture, see Figure 2.

Data Ingestion: Handles the integration of data sources, address-
ing basic issues like data cleaning, schema matching, inconsistency,
and incompleteness management. It also deals with higher-level chal-
lenges such as trust and uncertainty management, ensuring the proper
handling of heterogeneous data.

Subsymbolic Services: This module focuses on tasks that are best
solved using data-driven (e.g., ML) services. Having such tools iso-
lated in a module helps to identify specific application scenarios for
each service, facilitating faster implementation, providing alternative
implementations, and the generation of explanations.

Symbolic Reasoning: High-level reasoning is key for addressing
general problems. This module, which serves as the core of the
framework, leverages preprocessed data from the Data Ingestion
Module and outputs from the Subsymbolic Services Module. Rule-
based systems are commonly employed here to perform complex
tasks like combining low-level data and knowledge or providing re-
sponses based on well-defined reasoning mechanisms over structured
knowledge. The reasoning processes implemented in this module are
essential for answering user queries or generating specific outputs.

Explanations: Generates different types of explanations associated
with specific queries related to answers or outputs of the system.
It leverages outputs from the Symbolic Reasoning module (via the
Query Answering module) and the Subsymbolic Services module.

Human in the Loop: In socio-technical environments, the system’s
effectiveness relies on adequately addressing user demands. This
module aims to enhance system performance by incorporating itera-
tive feedback from human users [24, 6, 35]. This feedback includes
queries, responses, explanation requests, explanation ratings, utility-
based classification of data sources, and argumentative exchanges,
among other options.

Query Answering: Focuses on answering user queries by coordinat-
ing the execution of all other modules.

This is a general architecture that can be used for reasoning about
different kinds of malicious behavior such as dissemination of fake
news, hate speech and malware, detection of botnet operations, and
prevention of cyber attacks including those targeting software prod-
ucts or blockchain transactions, among others. We briefly describe
now specific instances of this framework used in the context of dif-
ferent malicious uses of social media.

4.1 Adversarial Deduplication

In real-world scenarios, a phenomenon related to (under) over-
specification of information arises such as that of entity identifica-
tion or deduplication, where the combination of an open-world as-
sumption, conflicting information due to knowledge integration, and
uncertain information makes it difficult to understand when different
10 A general-purpose software structure designed to facilitate the develop-

ment of applications via instantiations or extensions.
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Figure 2: The HEIST (Hybrid Explainable and Interpretable Socio-
Technical systems) application framework (A)[39], and its instantia-
tion for detection of online hate speech (B)[29].

descriptions (profiles) of a user correspond to the same real-world
entity. In [31, 32] we focus on this problem in settings where this
multiplicity of entities is due to the fact that real-world actors do not
want to be identified, such as malicious hacker forums and markets
in which the participants are motivated to remain semi-anonymous;
we coined the term Adversarial Deduplication towards this end. We
studied this problem via examples that arise from real-world data
on malicious hacker forums and markets arising from collaborations
with a cyber threat intelligence company focusing on understand-
ing this kind of behavior. In [32] we developed a set of experiments
based on training ML classifiers that leverage text analysis to detect
potential cases of duplicate entities. In [31] we propose a knowledge-
based model that uses probabilistic existential rules (Probabilistic
Datalog+/– [21]) to generate deduplication hypotheses under uncer-
tainty. The main advantage with respect to existing deduplication
tools (both based on statistical correlation and ML) is that our model
operates under the open-world assumption, and thus is capable of
modeling hypotheses over unknown objects (via value invention –
nulls), which can later become known if new data becomes available.

4.2 Spreading of Fake News

Another malicious use of social media that is commonly observed is
the spread of fake news. This social phenomenon has the potential to
influence the opinions of millions of people who can be voters, con-
sumers, or simply citizens going about their daily lives. In [29] we
implemented and carried out an empirical evaluation of the HEIST
framework described above for hybrid AI decision-support systems
with the capability of leveraging the availability of ML modules, log-
ical reasoning about unknown objects, and forecasts based on diffu-
sion processes. We focus on the case of fake news dissemination on
social platforms by three different kinds of users: non-malicious, ma-
licious, and botnet members. In particular, we focus on three tasks:
(i) determining who is responsible for posting a fake news article,
(ii) detecting malicious users, and (iii) detecting which users belong
to a botnet designed to disseminate fake news. Given the difficulty
of obtaining adequate data with ground truth, we also developed a
testbed that combines real-world fake news datasets with syntheti-
cally generated networks of users and fully detailed traces of their
behavior throughout a series of time points. We designed our testbed
to be customizable for different problem sizes and settings, and make
its code publicly available to be used in similar evaluation efforts.
We conducted a thorough experimental evaluation of three variants

of our model and six environmental settings over the three tasks, to
show the effects that the quality of knowledge engineering tasks, the
quality of the underlying ML classifier used to detect fake news, and
the specific environmental conditions have on smart policing efforts
in social platforms.

4.3 Supervisor Agents

In [20] we investigated the design and implementation challenges
faced in the deployment of a multi-agent system that operates in so-
cial network platforms to prevent or mitigate cyber attacks through
the processing of streaming information. We instantiate the multi-
agent system using the HEIST framework, which guides the imple-
mentation of hybrid socio-technical systems with a focus on explain-
ability and discuss the main challenges in this process. We propose
two possible approaches to building new knowledge dynamics oper-
ators: a cautious operator and a credulous operator, and evaluate the
implications and challenges in each case.

The main goal of our model, a multi-agent system of Supervisor
Agents, is to supervise social platforms, seeking to detect malicious
content and activities and respond to avoid or mitigate their effect.
We envision the use of such a system in examples as follows as de-
scribed in [20]:

Medical content. A supervising system should be able to distinguish
between a post with sexual content and a post that mentions sexual
matters in a medical/health context. For example, it should prevent
censorship of content related to breast cancer awareness—this would
reduce false positives of sexual content on the social network. It
could adjust alerts for dangerous/suspicious profiles against accounts
that are whitelisted because they are known to disseminate alerts, ed-
ucational content, awareness campaigns, etc. Currently, campaigns
for breast cancer prevention cannot be freely shared as social net-
works censor any image of a breast, hindering the dissemination of
proper self-examination and warning signs.

Parental control. Supervising systems can also be leveraged as tools
that can be applied by users themselves in specific platforms to exert
personalized control. Such a system could be conceived as an exten-
sion to be used “on top of” the social platforms, as is the case with
Google’s Family Link11. For instance, an application for mobile de-
vices could, based on what is displayed on the screen, show alerts
or—in the case in which the user is a minor—send notifications to
guardians.

In order to tailor the HEIST framework for this purpose, we in-
stantiated some of its modules as follows:

Data Ingestion. This component receives all the activity from the
social platform, which includes all the events generated by all users.
The stream activity is continuous and unbounded, so this module
must deal with aspects related to stream processing such as window-
ing, load shedding, etc. [10]. As these tasks are completed, the mod-
ule divides the data flow into windows, which are fed to the Symbolic
Reasoning module.

Sub-symbolic Services. This module provides support in the form of
basic services, such as user classification to predict certain behaviors
in users [17], determining if posts contain hate speech, predicting
the virality of posts, etc. This will allow for making more relevant
security decisions, and deploying specific services depending on the
context, such as image, audio, or video-based classifiers.

11 https://families.google/familylink/
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Symbolic Reasoning. This module takes input from the Data In-
gestion module and is thus responsible for implementing the stream
reasoning [11], maintaining and updating the agent knowledge base
with the objective of detecting malicious behavior as events are pro-
cessed through the sub-symbolic services. Rule-based approaches
such as [36], or other formalisms based on computational logic, are
good candidates for implementing such functionalities.

We are currently working in depth on the symbolic reasoning mod-
ule, developing adequate logic-based reasoning engines. To quickly
identify these threats and respond promptly and proactively, cyber-
security tools must be able to process the platform’s data flow in as
close to real-time as possible, which requires reasoning while avoid-
ing bottlenecks and effectively handling activity peaks that are typi-
cal of these platforms.

5 Conclusions

In this paper, we have highlighted a series of proposals to integrate
learning, knowledge, and reasoning in order to tackle problems as-
sociated with the malicious use of social media. Although most of
these solutions are yet to be put in practice, preliminary evaluations
show that these kinds of hybrid proposals are a promising alternative
for the developing of socio-technical systems that can help to com-
bat such threats minimizing risks to vulnerable populations, while
promoting and protecting both individuals and collective rights.
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