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One of the main goals of the agent community is to provide a trustworthy technology that
allows humans to delegate some specific tasks to software agents. Frequently, laws and
social norms regulate these tasks. As a consequence agents need mechanisms for reasoning
about these norms similarly to the user that has delegated the task to them. Specifically,
agents should be able to balance these norms against their internal motivations before tak-
ing action. In this paper, we propose a human-inspired model for making decisions about
norm compliance based on three different factors: self-interest, enforcement mechanisms
and internalized emotions. Different agent personalities can be defined according to the
importance given to each factor. These personalities have been experimentally compared
and the results are shown in this article.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

One of the main goals of the agent community is to provide a trustworthy technology that allows humans to delegate
some specific tasks to software agents. Such purpose requires that software agents consider the legislation, social norms,
etc. that regulate the performance of the task that has been entrusted to them.

Humans do not always follow norms. Instead, deliberated and rational violation of norms is a conduct that can be ob-
served in all human societies [9]. Thus, software agents must be able to make decisions about norm compliance similarly
to the user that has entrusted the task. Otherwise, the results obtained by the agent would not make sense to the user
who might refuse from delegating more tasks to software agents. For these reasons, we consider that developing procedures
that allow software agents to make decisions about norm compliance is crucial.

The existing literature has not proposed procedures that allow users to configure their agents to make decisions about
norm compliance as users would do. For example, in some works, such as [7,3], the decisions about norm compliance are
based on rigid procedures defined off-line by the agent designer and hard-wired on agents. Static procedures assume that
it is possible to define off-line which is the best decision in all circumstances. Other works, such as [5,22], propose mecha-
nisms for making on-line decisions about norm compliance. Specifically, these mechanisms consider the effects of violating
and obeying norms on the agent goals. However, there are works in the psychology scene [17] that claim that norm com-
pliance is not only explained by rational motivations; i.e., the impact of norms and their enforcement procedures (sanctions
and rewards) on the agent’s goals. Besides that, there are emotional motivations, such as shame or pride, that sustain norm
compliance in human societies. For this reason, we consider that it is necessary to endow software agents with mechanisms
for making decisions about norm compliance by balancing between rational and emotional criteria, just as humans do.

With the aim of contributing towards the resolution of this open issue, this article proposes a set of functions that allow
agents to determine their willingness to comply with norms according to rational and emotional factors. The way in which
otti).
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agents take these motivations into account allows modelling different agent personalities. Moreover, we have carried out
several experiments for illustrating the performance of these functions and the behaviour exhibited by the different agent
personalities. This article is organized as follows: Section 2 describes how the existing literature has faced with the problem
of making decisions about norm compliance in software agents; Section 3 introduces the running example used in this pa-
per; Section 4 contains the basic definitions used in this paper; Section 5 describes the functions that allow agents to make
decisions about norm compliance; Section 6 describes the experiments that have been carried out; and Section 7 contains
conclusions and future works.
2. Related work

Conte et al. defined in [11] a norm-autonomous agent as an agent whose behaviour is influenced by norms that are explic-
itly represented inside its mind. The delegation of complex, dynamic and realistic tasks to software agents makes necessary
the explicit representation of norms in agent minds. Moreover, agents with an explicit representation of norms are able to
belong to different societies, to communicate norms and to reason about them [22]. Therefore, norm-autonomous agents
should have capabilities for acquiring norms; i.e., agents should be capable of recognizing the norms that are in force in their
environment [3]. Moreover, norm-autonomous agents may have motivations to accept these recognized norms [22]. Besides
that, norm-autonomous agents should be endowed with capabilities for determining whether a norm concerns their case
and it is relevant [21]. After the recognized norm has been accepted and considered as relevant, then this kind of agents must
decide whether or not to conform to it. This decision about obeying or violating a norm is known as norm compliance deci-
sion. Next, we describe how the existing literature deals with this decision.

In [10], Castelfranchi et al. describe how an agent architecture can be extended with an explicit norm notion. This work
only proposes the architecture for norm-autonomous agents (i.e., the logical connections among norms and mental states)
and details which tasks and deliberations should be carried out by agents. However, the authors do not provide agents with
concrete mechanisms for carrying out these tasks and deliberations. Specifically, the authors point out the need to create
mechanisms for making decisions about norm compliance, but they do not specify how these mechanisms can be defined.

Dignum et al. have proposed in [15] an extension of the classic BDI architecture for considering norms. In this proposal,
agents are capable of representing norms, determining when norms are active (i.e., relevant), and resolving conflicts among
norms and existing intentions. Conflicts are solved by means of static preference orders. The authors claim that these orders
can be defined by considering the social benefit of norms and the cost of fulfilling and violating obligations. However, they do
not provide specific details about how these orders could be computed.

The work of Boella and Lesmo in [5] also proposes considering the consequences of obeying norms (i.e., the cost of norm
fulfilment) and violating norms (i.e. the cost of sanctions) to make decisions about norm compliance. An important contri-
bution of this work is that norm enforcers are considered as autonomous agents that have their own motivations and limited
capabilities for detecting violations and applying sanctions. Thus, agents may have different motivations for violating norms:
material impossibility, conflicts with other goals, the possibility of violating the norm without being detected, or the possi-
bility of not being sanctioned. The decision about norm compliance is carried out by a utility function that takes care of all
the above-mentioned factors. However, this paper does not provide any information about how the behaviour of the norm
enforcer agent is modelled and how this information is used in the definition of the utility function.

The aforementioned proposals have made an important contribution by pointing out the main requirements for norm-
autonomous agents. In addition, they provide intuitive ideas and recommendations to meet these requirements. Specifically,
they identify the type of information that can be useful for making decisions about norm compliance. However, enough de-
tails about how this information is obtained, maintained and combined to implement algorithms that allow agents to make
decisions about norm-compliance are not provided.

More recent works have also confronted with the development of norm-autonomous agents. These proposals are classi-
fied next into norm-oriented or goal-oriented according to the priority that agents give to norms with respect to their inter-
nal goals.
2.1. Norm-oriented agents

Norm-oriented agents have as main purpose the fulfilment of norms above the achievement of their internal goals.
In [21], Kollingbaum has presented the noA proposal. It is a practical agent architecture with an explicit notion of obli-

gation and prohibition. In this proposal, obligations are the agents’ motivations, whereas prohibitions restrict the choices
of activities that agents can ideally employ. Thus, noA agents are norm-oriented agents that do not have internal motiva-
tions. Therefore, they will always try to fulfil all norms. Norm conflicts are the main cause of norm violation. Thus, this work
does not consider the autonomous decision about norm compliance. In contrast, Kollingbaum’s work is focused on the def-
inition of algorithms and procedures for detecting and resolving norm conflicts.

Another example of norm-oriented agent are Normative KGP agents, which are described in [25]. This proposal consists in
extending KGP (Knowledge-Goal-Plan) agents [20] with explicit normative notions such as obligations, prohibitions, and
roles. KGP agents have internal motivations or goals. However, in case of a conflict between norms and goals, agents will
always follow the behaviour specified by norms. Priority functions are used for solving possible conflicts among beliefs,
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goals, intentions, and norms. However, this work has not proposed any mechanism for making decisions about obeying con-
flicting norms. Therefore, KGP are not autonomous to decide which norms the agent wants to comply with.

The architecture proposed by Gaertner in his thesis [19] is also an example of norm-oriented agent in which all norms are
blindly followed. These norms are translated into intentions. These new intentions might be in conflict with the previous
ones. As a solution to this problem, Gaertner proposes the use of an argumentation-based approach and a preference
function.

2.2. Goal-oriented agents

In contrast to norm-oriented agents, goal-oriented agents have the main purpose of achieving their desires while trying to
fulfil norms. Thus they have the capability of deciding about norm compliance.

In [7], Broersen et al. propose an extension of the BDI architecture with an explicit notion of obligation, known as BOID.
This is one of the first proposals on norm-autonomous agents that describes how these agents can be designed in practise.
Thus, BOID agents are formed by four components that are associated with Beliefs, Obligations, Intentions and Desires. Obli-
gations are the external motivations of agents and their validity is taken for granted. In this proposal, agents can violate
norms only due to a conflict. This type of conflicts is solved by means of a static ordering function that resolves conflicts be-
tween components and within components. According to the definition of these ordering functions, different types of agents
can be defined. For example, agents in which the overruling order is B-O-I-D (i.e., beliefs over obligations, obligations over
intentions and intentions over desires and intentions) give more priority to obligations than to their internal motivations
(desires) and blindly obey norms without considering their intentions. Agents can be goal-oriented or norm-oriented accord-
ing to the definition of the ordering function, but this ordering function is hard-wired on agents and cannot be modified.

One of the first proposals on goal-oriented agents that has explicitly considered the norm compliance dilemma is [22]. In
this work, López y López et al. have proposed an agent architecture for developing norm-autonomous agents capable of
interacting in norm-governed environments. Agents are autonomous for pursuing their own goals even if these goals violate
the norms; i.e., agents are autonomous to come to a decision on norm compliance. For this reason, this work includes the
notion of sanctions and rewards to persuade agents to follow the norms. In this work, López y López et al. have developed
different strategies to allow agents to make decisions about norm compliance assuming that there is a material system of
sanctions and rewards. Examples of these strategies are: pressure, norms with harmful sanctions are obeyed; opportunistic,
only norms that are beneficial to the agent are respected; fear, all norms with sanctions are observed; greedy, norms whose
fulfilment is rewarded are followed; and rebellious, no norm is respected. This work represents an important step towards
the development of norm-autonomous agents capable of making flexible decisions about norm compliance. However, the
deliberation about norm compliance is only based on the existence of an external mechanism of norm enforcement. There-
fore, in absence of information about the enforcement mechanisms agents have no motivation to comply with norms. This
proposal does not explain how agents comply with norms regardless of the existence of an enforcement system.

In all of the above-described proposals, norms are off-line programmed on agents [7] or agents are on-line informed by
authorities about norms [22]. Therefore, agents are not capable of learning new norms on-line and adapting their behaviours
according to these unforeseen norms. In relation with this feature, the EMIL proposal [2] has developed a framework for
autonomous norm recognition. EMIL agents obey all recognized norms blindly without considering their own motivations.
In a later work [3], the EMIL proposal has been extended for allowing agents to make decisions about norm compliance and
to internalize norms. The decision about norm compliance is made considering the expected utility that agents should obtain
if they fulfil or violate the norm.

In a more recent work, Fagundes et al. [18] presents a model for rational self-interested agents, which takes into account
the possibility of violating norms. These agents are endowed with mechanisms for acquiring norms from a norm repository.
The decisions about norm compliance are made by taking into account the expected utility of the states that would result if
norms are violated and obeyed.

2.3. Discussion

Table 1 compares the main proposals on norm-autonomous agents described in this section. Specifically, this table illus-
trates performance of the proposed norm-autonomous agents with respect to their capabilities for: reasoning about norm
compliance. The decision on complying with a norm implies that this normative goal has been selected between internal
goals and other normative goals. Thus, the decision on norm compliance subsumes the resolution of conflicts among mental
propositions and norms. However, we would like to make a difference between those works that consider conflicts as the
only cause for norm violations and those ones that consider the fact that norms can be deliberately violated in the absence
of a conflict with another mental attitude. Therefore, Table 1 has two different columns, labelled as norm compliance and con-
flict resolution, in order to point out how the norm compliance dilemma is considered.

This table makes a summary of the proposals reviewed by this section. Works of Castelfranchi et al. in [10], Dignum et al.
in [15] and Boella and Lesmo’ in [5] are more intuitive than formal. Specifically, these works specify which the main require-
ments for norm-autonomous agents are and which kind of information must be taken into account to meet these require-
ments. However, they do not propose any specific solution to meet these requirements. For example, Boella and Lesmo’ in [5]
have faced with the norm compliance problem by proposing the definition of a static utility function that consider the cost of



Table 1
Summary of proposals on norm-autonomous agents.

Conflict resolution Norm compliance

Castelfranchi et al. [10]
p

Dignum et al. [15]
p

Boella and Lesmo [5]
p

NoA [21]
p

Normative KGP [25]
p

Gaertner [19]
p

BOID [7]
p

López y López et al. [22]
p

EMIL [3]
p

Fagundes et al. [18]
p
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obeying a given norm and the possibility of being sanctioned. However, enough details concerning how this utility function
can be defined are not provided. Later works have tried to close the gap between these intuitive ideas and more specific
frameworks that allow the practical implementation of agents built upon these ideas. Some of them developed norm-ori-
ented agents by omitting the agents’ autonomy. Thus, they confront the problem of resolving conflicts among norms and
other mental attitudes. In contrast, there are works that have faced with the agents’ autonomy by using static mechanisms;
e.g., the BOID architecture [7], which defines a static priority order among mental attitudes that is programmed on agents.
These static mechanisms are suitable for controlled environments in which agents confront with foreseeable situations.
However, complex scenarios in which agents should dynamically adapt require more flexible solutions to the norm compli-
ance dilemma. As argued in [10] ‘‘if protocols that agents use to react to the environment are fixed, they have no ways to
respond to unpredictable changes’’. Thus, they entail a limitation on the agent capacities for adapting to new societies or
to the environmental changes. The work of López y López et al. [22], have explicitly proposed mechanisms for allowing
agents to make a decision about obeying or violating a given norm at a specific moment by analysing the consequences
of norms in terms of their economic cost. As being argued by López y López, in their proposal compliance with norms is only
sustained by a material system of sanctions and rewards. Obviously, sanctions and rewards are one of the main motivations
of agents when deciding to follow a norm. However, there are norms whose compliance is neither sanctioned nor rewarded.
Therefore, there may be other explanations for norm compliance, such as emotions [17], that have not been considered by
the existing works.

The present article represents a step towards the definition of flexible decision mechanisms for norm compliance. Our
aim is to provide humans with reliable agents to which they can delegate tasks that are regulated by legal and social norms.
Thus, humans may be liable for the agent’s acts in front of the law. As a consequence, agents must be endowed with mech-
anisms that allow them to reason at execution time about the violation and fulfilment of norms similarly to their human
user. Specifically, this paper details how rational and emotional reasons that explain compliance with norms in humans
can be implemented in software agents. The decisions on norm compliance made by these software agents are expected
to be more robust and reliable since norms are not only conducted by rational motivations but also by emotional motivations
[3].
3. Running example

Over the course of this paper we will use an example to illustrate the human-inspired model for norm compliance deci-
sion making. This example consists of a software agent, called assistant, that draws up traffic routes according to the pref-
erences that a human user has specified. These preferences may include time constraints, consumption requirements,
avoidance of toll roads, and so on. Therefore, the routes suggested by the assistant agent indicate not only the particular ways
or directions but also the speed at which the human should drive at each stretch for meeting the user requirements.

In order to calculate the most suitable route according to the user’s preferences the assistant agent needs to know which
are the norms that regulate the traffic in each region. If the suggested routes do not take into account norms, then the user
that follows this route may be arrested and accused of a serious offence. Therefore, this scenario makes mandatory that soft-
ware agents consider norms. These norms include both those formal norms that are defined explicitly in highway codes and
those informal (i.e., social) norms that explain the attitude of the national population towards formal laws. There are some
studies, such as the one made in [4], sustaining the hypothesis that social norms or national culture are more important than
formal laws in the attitude and behaviour of the driver population. As a consequence, the same traffic norms do not have the
same effect when they are applied in different countries.

The assistant agent cannot consider norms as hard-constraints that must be always respected since in some situations it
may be not possible to find a traffic route that meets all the requirements and respects all norms. Even if this extreme sit-
uation does not occur, the user may be interested in taking advantage of violating some norms whenever possible (e.g., to
arrive sooner). If the assistant agent considers norms as soft-constraints, then the user would have to program the assistant
agent by checking all the norms and specifying its willingness to comply with each of them. Thus, the user would still make
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the decisions about norm compliance. Moreover, the norms may change from region to region and along time. This entails
that the user would need to re-program the assistant agent regularly. In this case, what is more desirable is to endow the
assistant agent with mechanisms for finding an equilibrium point between the user requirements, which are the internal
motivations; and the norms, which are the external motivations. Thus, the user could completely delegate the decisions
about norm compliance and the selection of the route to the assistant agent. To perform this task successfully, the assistant
agent must be able to make decisions about norm compliance similarly to its user; i.e., considering the impact of norms on
the user goals and the emotional repercussions of norms. This case study will allow us to illustrate how our proposal allows
software agents to consider and reason about norm compliance.

4. Preliminaries

The purpose of this paper is not to propose, compare or improve existing norm or agent models, but to make use of these
models and propose a set of functions that can be used for making decisions about norm compliance based on rational and
emotional criteria. The aim of this section is to provide the reader with the basic notions of norm, instance and normative
agent that are used in this paper.

4.1. Norm definition

Several works on the existing literature on agents and norms (such as [12,22]) make a distinction between norms and
instances. Following this distinction, norms define patterns of behaviours by means of deontic modalities: obligations, which
define actions or goals that should be performed or satisfied by agents; prohibitions, which define actions or goals that should
not be performed or achieved; and permissions, which define exceptions to the application of a more general norm of obli-
gation or prohibition. Therefore, norms in our approach define a pattern of behaviour (or norm condition in our terminology)
as obligatory, prohibited or permitted. In general, norms are not applied all time but include the notions of activation and
expiration conditions. The activation condition defines when obligations, permissions and prohibitions must be instantiated
and fulfilled by all agents under the influence of the norm. Instances remain active, even if the activation condition ceases to
hold. The expiration condition defines the validity period or deadline of the instance. Finally, our norm notion also includes
information about the enforcement mechanisms: sanctions, to punish agents which do not obey the norm and rewards, for
rewarding norm fulfilment.

Definition 1 (Norm). A norm is defined as a tuple hD,C,A,E,S,Ri, where:

� D 2 fO;F ;Pg is the deontic modality of the norm, determining if the norm is an obligation ðOÞ, prohibition ðFÞ or per-
mission ðPÞ;
� C is a wff of L1 that represents the norm condition;
� A, E are wffs of L that describe the activation and expiration conditions, respectively;
� S, R are wffs of L that describe the sanction and reward, respectively.

In the proposed case study, it is very usual that there are traffic laws that try to prevent accidents. For example, a norm
that obliges drivers to slow down when there is heavy rain in some area (A) is represented as follows:
1 L is
and an
charact
sequen
hO; slowðAÞ; heavyRainðAÞ;:heavyRainðAÞ; fineðAÞ;�i ðHeavy Rain NormÞ
Thus, the assistant agent knows that the speed must be reduced in routes that cross an area where there is heavy rain, or it
may be fined.

4.2. Instance definition

An instance is an unconditional expression that binds a particular agent to an obligation, permission or prohibition. Any
instance is created out of a norm once the activation condition holds according to the grounding of the activation condition
as follows:

Definition 2 (Instance). Given a norm n = hD,C,A,E,S,Ri and a theory C of L, an instance of n is the tuple ni = hD,C0,A0,E0,S0,R0i,
where:

� C‘r(A), where r is a substitution of variables in A such that r(A), r(E), r(C), r(S), r(R) are grounded;
� A0 = r(A), E0 = r(E), C0 = r(C), S0 = r(S) and R0 = r(R);
a first-order predicate language whose alphabet includes: the logical connectives {^,_,:,?}; parentheses, brackets, and other punctuation symbols;
infinite set of variables. Variables are universally quantified implicitly. Along this paper variables are written as any sequence of alphanumeric

ers beginning with a capital letter. In addition, the alphabet contains non-logical predicate, constant and function symbols, which will be written as any
ce of alphanumeric characters beginning with a lower case.
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For simplicity, we assume that once a norm is instantiated it is grounded. To ensure that all instances have not free vari-
ables, all variables that occur in E, C, S, R may be contained in A (i.e., vA � vE [ vC [ vS [ vR

2).
Suppose that the assistant agent is informed by a meteorological server that there is heavy rain in a specific area a1. Thus,

it knows that the Heavy Rain Norm has come into effect in area a1 and it is instantiated as follows:
2 vX i
hO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i ðHeavy Rain InstanceÞ
4.3. Normative agent definition

A normative agent in this paper is defined as a practical reasoning agent [6] whose actions are directed towards its inter-
nal goals and the norms that regulate its environment. Specifically, this paper focuses on how a normative agent makes deci-
sions about norm compliance on behalf of its user. To make such kind of decisions a normative agent considers the current
circumstances of its user; i.e., the beliefs about the world in which its user is placed; and the user’s requirements; i.e., the
desires of its user. Besides that, we want that our normative agents can perform practical reasoning in a dynamic and uncer-
tain world. For these reasons, the Graded BDI architecture, which has been described in detail in [8], is used in this paper.
Specifically, this architecture has an explicit representation of graded mental attitudes, such as graded beliefs and desires,
and fits perfectly the purpose of our paper.

We define a Normative BDI agent by extending the Graded BDI architecture with an explicit representation of norms and
instances as follows:

Definition 3 (Normative BDI agent). A Normative BDI agent is defined as a tuple h B,D, I,N,NIi, where:

� B is the set of graded beliefs. This set is composed of (c,q) expressions, where c is a grounded formula of L; and q 2 [0,1]
represents the certainty degree associated to this proposition. The logical connective ? is used to represent explanation
and contradiction relationships between propositions. Thus, (a ? b,q) represents that the agent believes that a explains
b, with a certainty degree q. Similarly, expressions such as ða! :b;qÞ mean that the agent believes that proposition a
contradicts proposition b, with a certainty degree q.
� D is the set of graded desires. This set is also composed of (c,q) expressions, where c is a grounded formula of L; and

q 2 [0,1] represents the desirability degree associated to this proposition. Negative desires are represented using the
negation connective : (i.e., ð:c;qÞ). Degrees of desires allow setting different levels of preference or rejection.
� I is formed by expressions such as (c,q) expressions, where c is a grounded formula of L; and q 2 [0,1] is the intention-

ality degree of proposition c. This intentionality degree is the consequence of finding a best feasible plan that achieves a
state of the world where c holds.
� N is the set of norms that affect the agent. It is composed of (n,qs) expressions, where n is a norm, and qs 2 [0,1] is a real

value that assigns a salience degree to this norm. This salience represents the importance that the agent believes that the
society gives to each norm.
� NI is the set of instances that have been created out of N according to the agent beliefs B. NI is composed of (ni,qr) expres-

sions, where ni is an instance, and qr 2 [0,1] is a real value that defines the relevance of the instance. This relevance rep-
resents the degree in which the instance concerns the agent.

Thus, the sets B, D and I contain the cognitive elements, whereas the sets N and NI contain the normative elements.
The calculation of the salience of norms and the relevance of instances is beyond the scope of this paper. However, we can

assume that the salience of norms has been defined by the designer of the normative system [1], who determines the impor-
tance of norms in the norm hierarchy. In addition, we assume that each agent calculates the relevance of instances by con-
sidering the validity of the instance according to its current situation [12]; i.e., the degree to which the instance is pertinent
to its current situation.

In the proposed example, the assistant agent is defined as a normative agent hB,D, I,N,NIi where:

� B is formed by propositions that represent its beliefs about the world in which it is situated; i.e., the agent perceptions. For
example, it has beliefs about the climatological conditions or the traffic congestion level. Moreover, the assistant agent
knows explanation relationships between beliefs. These relationships allow the assistant agent to represent the potential
consequences of actions or states. For example, the assistant agent knows that as the driving speed increases the braking
distance also increases.
� D is formed by propositions that represent the user preferences; i.e., his/her intrinsic goals.
� In our proposal intentions are not considered as a basic attitude. Thus, the intentions of the assistant agent are generated

on-line from the agent’s beliefs and desires. See [8] for an explanation of the intention generation process.
s the set of variables occurring in any formula X.
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� Suppose that the assistant agent is informed about the Heavy Rain Norm by a traffic authority. The traffic authority also
has also informed the assistant agent that this norm has the highest priority in the highway code. As a consequence, the
salience of this norm is set to 1 and the set N contains a proposition such as:
Fig. 1.
circles.
links re
ðhO; slowðAÞ;heavyRainðAÞ;:heavyRainðAÞ; fineðAÞ;�i;1Þ
� As previously mentioned, a meteorological server informs the assistant agent that there is a heavy rain in a specific area a1
with a 75% of probability. For simplicity, we assume that the assistant agent calculates the relevance of the new instances
as the certainty of the activation condition. Thus, the relevance of the instance is 0.75 and the set NI contains a proposition
such as:
ðhO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;0:75Þ
For the purpose of this paper it is only necessary to know that in Normative BDI agents the information flows from per-
ception to action according to three main steps (see Fig. 1). Firstly, the agent perceives the environment and updates its be-
liefs, norms and instances (see Fig. 1a). Secondly, in the deliberation step, the desire set is revised (see Fig. 1b). For example,
new desires may be created from the user preferences. Similarly, desires that have been achieved must be dropped. At this
step the agent considers the set of instances that are relevant and makes a decision about which ones it wants to obey (this
reasoning process is labelled as norm reasoning in Fig. 1b). As a result, new desires are created for fulfilling and/or violating
norms. Finally, in the decision making step, desires help the agent to select the most suitable plan to be intended (see Fig. 1c).

In this paper we only focus on how a Normative BDI agent makes decisions about norm compliance. Other problems such
as the reasoning about graded mental propositions [8], the acquisition of norms [3], or the instantiation of norms [12] have
been addressed in other works.
5. Reasoning about norms

In the running example used in this article, the assistant agent must decide to what extent instances are observed or vio-
lated in the proposed routes (deliberation step). The mechanism responsible for this task should consider the salience of
norms, the relevance of each concrete instance and the user preferences. This section proposes the rules and functions that
allow Normative BDI agents to face with this complex issue.

The process by which agents extend their mental state according to their decisions about norm compliance (i.e., according
to the instances that they want to follow or transgress) is what we name norm reasoning. As claimed in [3], usually normative
elements (i.e., instances) generate new desires. Accordingly, we have considered the translation of instances into desires. For
each instance in the NI, the agent makes a decision about norm compliance (i.e., it calculates its willingness to comply with
each instance) and updates its desire set accordingly. Thus, the two main problems tackled by our work are: the problem of
making decisions about norm compliance; and determining the desirability of the desires created according to this decision.
Depending on the desirability degree of these instance-based desires, they may generate new intentions to be executed or
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Table 2
Operational rules of norm reasoning.

ðhO;C0;A0; E0; S0;R0i;qrÞ 2 NI ^ fwðhO;C0;A0; E0; S0;R0i;B;D;NÞ > h
hB;D; I;N;NIi ! hB;D�; I;N;NIi

(a)

where D� ¼ D [ fðC0; fiðqr ; jfwðhO;C0;A0; E0; S0;R0i;B;D;NÞjÞg
ðhO;C0;A0; E0; S0;R0i;qrÞ 2 NI ^ fwðhO;C0;A0; E0; S0;R0i;B;D;NÞ < �h

hB;D; I;N;NIi�!hB;D�; I;N;NIi
(a⁄)

where D� ¼ D [ fð:C0; fiðqr ; jfwðhO;C0;A0; E0; S0;R0i;B;D;NÞjÞg
ðhF ;C0;A0; E0; S0;R0i;qrÞ 2 NI ^ fwðhF ;C0;A0; E0; S0;R0i;B;D;NÞ > h

hB;D; I;N;NIi ! hB;D�; I;N;NIi
(b)

where D� ¼ D [ fð:C0; fiðqr ; jfwðhF ;C0;A0; E0; S0;R0i;B;D;NÞjÞg
ðhF ;C0;A0; E0; S0;R0i;qrÞ 2 NI ^ fwðhF ;C0;A0; E0; S0;R0i;B;D;NÞ < �h

hB;D; I;N;NIi ! hB;D�; I;N;NIi
(b⁄)

where D� ¼ D [ fðC0; fiðqr ; jfwðhF ;C0;A0; E0; S0;R0i;B;D;NÞjÞg
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they may be used to select the most suitable plan that achieves another goal that is more desired.3 Norm reasoning rules
depend on the deontic modality of the instance that is considered:

� Obligations. If the agent is willing to comply with an obligation, then a desire for reaching the goal imposed by the obli-
gation is created (see Rule (a) in Table 2). Specifically, the fw function calculates the agent willingness to comply with a
given instance as a real value within the [�1,1] interval. When it takes a value greater than a compliance threshold h
(h 2 [0,1]), it means that the agent is willing to comply with the instance. If fw takes a value lower than �h, then it means
that the agent wants to violate the instance deliberately. An agent may decide to violate deliberately an obligation when it
believes that this would entail good consequences (e.g., usually women drivers decide to violate the seat belt obligation
when they are pregnant, since they believe that it is more safe for the baby). In this case, a new desire to violate the norm
is created (see Rule (a⁄) in Table 2). The degree assigned to the new desires is calculated by the fi function.
� Prohibitions. If the instance is a prohibition and the agent wants to obey it (i.e., when fw takes a value higher than h), then a

negative desire is created to avoid the forbidden goal (see Rule (b) in Table 2). Similarly, Rule (b⁄) in Table 2 creates a
desire for achieving the forbidden goal if the agent decides to violate the prohibition (i.e., when fw takes a value lower
than �h).
� Permissions. Finally, permissions do not infer positive or negative desires about the norm condition. In this proposal, we

assume a closed world assumption, where everything is considered as permitted by default. Therefore, permissions define
exceptions to the application of more general obligation and prohibition norms. As a consequence, they are only defined
for creating a conflict with these more general norms. The resolution of conflicts among norms is beyond the scope of this
paper and has been addressed by other works [21].

The rules contained in Table 2 explain how the new instances are considered for extending the agent mental state. Spe-
cifically, these rules create desires for fulfilling instances (i.e., when fw takes a value higher than h) and violating instances
(i.e., when fw takes a value lower than �h). When the value of fw belongs to the [�h,h] interval, then the agent is indifferent to
the instance (i.e., the willingness is not enough to change the agent behaviour) and the agent decides to ignore the norm.
Thus, no operational rule is executed and no desire is created in this case.

The relevance of instances changes along their life cycle (e.g., when a driver goes out of a tunnel the relevance of an in-
stance of a norm that obliges to keep the car lights on decreases). As a consequence, instances must be reconsidered several
times until they expire. Thus, replicated and/or contradictory desires about the norm condition with different desirability
degrees may be inserted into the D set. Notice that Normative BDI agents carry out a desire revision process4 that is respon-
sible for maintaining and updating the desire set, taking control about replicated desires, inconsistent desires, etc.

As shown in the operational rules of Table 2, there are two key functions for the norm reasoning process: the willingness
function (fw) that calculates the willingness to comply with an instance, and the internalization function (fi) that considers
this willingness to assign a degree to the new instance-based desire. Next, the definition of fi and fw is explained.

5.1. Internalization function

The degree assigned to the instance-based desires is defined by the fi function, which combines the relevance of the in-
stance (qr) and the motivation to comply with this instance (qw) as a real value within the [0,1] interval. Both conditions, the
relevance of the instance and the motivation to comply with it, are required for creating a new desire. For example, if an
instance has expired and it has no longer effect (i.e., qr is 0), the desirability of any desire inferred from this instance must
be 0 regardless of the agent willingness to comply with the instance. Moreover, the higher the relevance or the willingness is,
the higher the desirability must be. Specifically, if both qr and qw take high values, then the new desire must have a degree
3 The integration of the reasoning about desires with planning [28] has not been considered by our work.
4 See [8] for more details about the desire revision process.
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higher than qr and qw.5 As a consequence, the combination among the uncertain values that cause the norm internalization is
defined as a symmetric sum [16].

Definition 4 (Internalization Function). Let qr 2 [0,1] be the relevance of an instance, and let qw 2 [0,1] be the willingness to
comply with this instance. The internalization function fi: [0,1] � [0,1] ? [0,1] is given by:
5 Sim
fiðqr;qwÞ ¼
qr � qw

1� qr � qw þ ð2 � qr � qwÞ
Remark. The internalization function fi is a function such that: fi(1,1) = 1 (i.e., when the instance is completely relevant and
the agent is completely willing to comply with it, then the desirability of the instance-based desire is the highest); fi has as
null element 0 (i.e., when an instance is not relevant, then the desirability is 0); fi is increasing with respect to both argu-
ments and continuous (i.e., the higher the relevance or the willingness is, the higher the desirability is). The internalization
function is a variable aggregation operator (i.e., the behaviour of the operator depends on the values that are combined):
when both max(qr,qw) < 0.5, the fi function behaves as a conjunctive fusion operator (i.e., fi(qr,qw) 6min(qr,qw)); when both
min(qr,qw) > 0.5, fi behaves as a disjunctive operator (i.e., fi(qr,qw) P max(qr,qw)); otherwise, fi provides a combined result
which is a compromise between qr and qw.
5.2. Willingness function

As explained before, we are looking for designing and implementing agents much closer to actual human behaviours
when deciding about norm compliance. Humans make decisions by balancing their internal motivations (i.e., their own de-
sires) against other external motivations (e.g., social norms or laws). However, each person has his/her own personality; i.e.,
each person weights up these factors differently. Next, our human-inspired solution for making decisions about norm com-
pliance is described.

The results calculated by the fw function represent the agent willingness to comply with norms; i.e., it models the deci-
sions about norm compliance. To calculate this willingness we have mainly considered the works of Elster [17] that analyse
factors that sustain norms in human societies. In these works, Elster claims that compliance with norms can be explained by
three factors: (i) self-interest motivations, which consider the influence of the fulfilment of norms on agent’s goals; (ii) the
expectations of being rewarded or sanctioned by others; and (iii) emotional factors that are related to internalized emotions
such as honour (vs. shame) and hope (vs. fear). These three factors are modelled by three different functions that we denote
as f 0w; f

00
w and f 000w , respectively. The agent’s willingness to follow a concrete instance is calculated by the fw function, which is

defined as a weighted average.

Definition 5 (Willingness Function). Given an instance ni, a set of beliefs B, a set of desires D and a set of norms N; the
willingness function fw is given by:
fwðni;B;D;NÞ ¼
w0 � f 0wðni;DÞ þw00 � f 00wðni;DÞ þw000 � f 000w ðni;B;D;NÞ

w0 þw00 þw000
where the weights w0, w00 and w000 are defined within the [0,1] interval.
Remark. The value calculated by the willingness function fw is a real value within the [�1,1] interval that has been obtained
combining the values of the three willingness functions (f 0w; f

00
w and f 000w ) which are also defined within the [�1,1] interval.

We assume that the weighted average is a suitable method to derive the central tendency of these three functions. The
weights that each agent gives to these factors characterize the agent’s personality and do not depend on the instance that is
considered. In Section 6, we compare experimentally the main agent types that result from giving different values to w0, w00

and w000.

5.2.1. Self-interest f 0w
� �

f 0w evaluates the agent interest from a utilitarian perspective; i.e., the utility is the good to be maximized. The utility of an
instance is defined by considering the direct positive or negative consequence of the instance fulfilment. In case of an obli-
gation, the direct consequence of the fulfilment of the obligation is the norm condition (i.e., C0). In case of a prohibition, obey-
ing this prohibition implies that the norm condition will be avoided (i.e., :C0).

Definition 6 (Self-interest). Given an instance hD,C0,A0,E0,S0,R0i and a set of desires D; the self-interest function f 0w is given by:
ilarly, if there is a low relevance and willingness, then the new desire must have a degree lower than the relevance and willingness.



6 Sim
7 For
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f 0wðhD;C
0;A0; E0; S0;R0i;DÞ ¼

fdðC 0;DÞ if D ¼ O

fdð:C 0;DÞ if D ¼ F

(

where the function fd (explained below in Definition 7) calculates the desirability of a proposition.
Remark. The desirability of a proposition b is a real value within the [�1,1] interval such that: the �1 value means that the
proposition b is absolutely rejected, a desirability value of 0 means that the agent is indifferent to b, and 1 means that the
agent has maximum preference on b.
Definition 7 (Desirability). Given a proposition b 2 L and a set of desires D; the desirability of b is defined as:
fdðb;DÞ ¼ f�ðb;DÞ � f�ðb;DÞ
where f�(b,D) and f�(b,D) are the positive and negative support of b, respectively.
Remark. The desirability of a proposition b is calculated by considering the positive and negative support of b; i.e., the
degree of the desires hindered and favoured by b. Specifically, the positive support of a proposition b (i.e., f�(b,D)) is defined
as the average among the desirability of all the desires that are favoured by b; i.e., desires (c,qc) 2 D such that c‘b. If there is
not any desire that is favoured by b, then the positive support of b is 0. Similarly, the negative support of a proposition b (i.e.,
f�(b,D)) is defined as the average among the desirability of all the desires that are hindered by b; i.e., desires (c,qc) 2 D such
that c ‘ :b.

In the proposed case study, the assistant agent should make a decision about complying or not with the instance of the
Heavy Rain Norm. Let us suppose that the human user has a new and fast car. He likes to show off the power of his new car
and he has configured the assistant agent with this preference. Since area a1 is a crowded place, the human user has defined
that he wants to pass across the area a1 as fast as possible. As a consequence, the assistant agent has a desire as the following
ð:slowða1Þ;0:9Þ. Therefore, the interest on obeying this instance is the following:
f 0wðhO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;DÞ ¼ fdðslowða1Þ;DÞ ¼ f�ðslowða1Þ;DÞ � f�ðslowða1Þ;DÞ

¼ 0� 0:9
1
¼ �0:9
5.2.2. Expectations ðf 00wÞ
f 00w models the impact of the external enforcement on agents. Specifically, the enforcement mechanism considered in this

work consists in a material system of sanctions and rewards that modifies the utility that agents obtain when they violate or
fulfil norms. According to this, f 00w considers how much the agent expects to lose from being penalized and how much it ex-
pects to gain from being rewarded. Since the fulfilment of any norm implies that the agent will be rewarded and not sanc-
tioned, fw00 is defined as the combination of the desirability of R0 and :S0 (i.e. fd(R0,D) and fdð:S0;DÞ). Specifically, we want that
if both R0 and :S0 are desirable to the agent, then the value of the expectation is higher than the desirability of R0 and :S0.6

Therefore, we have applied the MYCIN rules [26] for combining the desirability of the two consequences of norm fulfilment.
Thus, the f 00w factor is defined as follows:

Definition 8 (Expectation). Given an instance hD,C0,A0,E0,S0,R0i and a set of desires D; the expectation function f 00w is given by:
f 00wðhD;C
0;A0; E0; S0;R0i;DÞ ¼

fdðR0;DÞ þ fdð:S0;DÞ � ðfdðR0;DÞ � fdð:S0;DÞÞ if f dðR
0;DÞP 0 and f dð:S0;DÞP 0

fdðR0;DÞ þ fdð:S0;DÞ þ ðfdðR0;DÞ � fdð:S0;DÞÞ if f dðR0;DÞ < 0 and f dð:S0;DÞ < 0
fdðR0;DÞ þ fdð:S0;DÞ otherwise

8><
>:
where fd is defined as before.
Remark. The expectation function fw00 combines the desirability of the reward fd(R0,D) and the undesirability of the sanction
fdð:S0;DÞ as follows: if both fd(R0,D) and fdð:S0;DÞ are positive, then f 00w provides a combined value that is higher than each
individual desirability degree; if both fd(R0,D) and fdð:S0;DÞ are negative, then f 00w results in a value lower than each desirability
degree; otherwise, f 00w results in a value that is a compromise among the two desirability degrees.

For simplicity, we assume that there is a perfect enforcement that always punishes offenders and rewards obedience.
However, if agents are able to know the probability of being punished or rewarded, then the desirability of sanctions and
rewards should be pondered with these probabilities.7
ilarly, if both R0 and :S0 are undesirable to the agent, then the value of the expectation is expected to be lower than the desirabilities of R0 and :S0 .
example, the probability of being rewarded when the obligation hO;C0 ;A0; E0; S0 ;R0 i is fulfilled can be represented as the certainty of the belief (C0 ? R0 ,q).
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In the proposed case study, let us suppose that fines in area a1 are not expensive. Therefore, user is not very worried about
paying fines in this area. Thus, the assistant agent has a desire as the following ð:fineða1Þ;0:25Þ and the enforcement of this
norm is not very important to the agent:
8 See
f 00wðhO; slowða1Þ; heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;DÞ ¼
fdð�;DÞ þ fdð:fineða1Þ;DÞ þ ðfdð�;DÞ � fdð:fineða1Þ;DÞÞ ¼ 0þ 0:25� ð0 � 0:25Þ ¼ 0:25
5.2.3. Emotions f 000w

� �
f 000w models the emotions triggered when the agent violates a given instance. Thus, f 000w models the social repercussions of

violating norms, whereas f 00w models the economic repercussions. We use the term emotion for representing the valued reac-
tion of agents (i.e., the agent’s cognitive interpretation) with respect to some aspect of the world (i.e., the reality) [23]. Thus,
agents do not have an explicit representation and reasoning about emotions as in other proposals such as [14]. In fact, our
proposal is not aimed at building emotional agents, but to develop norm-autonomous agents capable of understanding the
most relevant emotions that are involved in the norm compliance decision. Specifically, agents are capable of anticipating,
exhibiting and explaining those human emotions that are involved with the normative decisions. Thereby, the decisions
about norm compliance are based on other criteria beyond utility.

As argued by Elster in [17], in human societies norms are sustained by the desire to avoid the disapproval of others. Fol-
lowing Elster’s proposal, when the violation of norms is greeted with condemnation, self-attribution emotions (i.e., shame)
are triggered on the offender. Moreover, the situations that are predicted to occur when norms are violated may cause pros-
pect emotions (i.e., hope and fear) on the offender.

Self-attribution emotions (represented by the ea parameter) calculate the disapproving of one’s own censurable action and
only sustain norm obedience. Thus, they are modelled as a real value within the [0,1] interval that determines the evaluation
(i.e., attribution) that the agent makes about itself when it violates a norm. Prospect emotions (represented by the ep param-
eter) represent the fear and hope emotions triggered by the violation of an instance. They can sustain either the obedience or
the violation of norms; e.g., in some conditions the violation of norms may entail desirable consequences. Thus, prospect
emotions are modelled as a real value within the [�1,1] interval that considers the possible outcomes of violating an in-
stance. Positive values mean that the agent fears to violate the instance, since it believes that the violation may entail unde-
sirable consequences. On the contrary, a negative value means that the agent considers norm violation as a hopeful
possibility, since it would entail desirable consequences. The degrees of these two emotions (ea and ep) are also combined
considering the MYCIN [26] rules. Thus, the f 000w function calculates the agent emotional disposition to comply with an in-
stance as a real number within the [�1,1] interval as follows:

Definition 9 (Emotions). Given an instance ni, a set of beliefs B, a set of desires D and a set of norms N; the emotions function
f 000w is given by:
f 000w ðni;B;D;NÞ ¼
ea þ ep � ðea � epÞ if ep > 0
ea þ ep otherwise

�

where ea = fa(ni,N) is the value of the self-attribution emotions (see Definition 11) and ep = fp(ni,B,D) is the value of the pros-
pect emotions (see Definition 13).
Remark. The emotions function fw000 combines self-attribution emotions ea and prospect emotions ep as follows: if both ea

and ep are positive, then f 000w provides a combined value that is higher than the emotion values; otherwise, f 000w results in a value
that is a compromise among the two emotion values.

For simplicity we assume that agents are equally prone to feel self-attribution and prospect emotions. If this is not the
case, the value of these emotions should be weighted according to the agent propensity to feel these emotions.

To estimate the value of these two emotions (ea and ep) an emotional model susceptible of being implemented in a soft-
ware agent is required. Emotion mechanisms in the literature are often used in artificial agents as a method of improving
action selection.8 One of the emotional models that have made a deeper impact on the MAS field is the one developed by Ort-
ony, Clore and Collins (OCC) in [23]. The representation of cognitive and normative elements in the Normative BDI architecture
fits perfectly the cognitive factors considered by the OCC model. As a consequence, we use the OCC model for establishing the
intensity of the emotions that are involved in the norm-reasoning process. The implementation of each one of these two emo-
tional functions (i.e., fa and fp) is explained below:

� Self-Attribution Emotions. According to the OCC model, shame is a self-attribution emotion that is elicited by the evalua-
tion of the actions that have been performed by the agent itself. Specifically, when humans evaluate their actions, this
evaluation is usually made with respect to norms. In the same manner, actions of agents are self-evaluated as censurable
[24] for an analysis of emotion mechanisms for agents.
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insofar as these actions contradict the norms. In particular, the shame that the agent will feel if it violates a given instance
is defined by considering the importance (i.e., the salience degree) of those norms that are generalizations of this
instance.9 We formally define the set of norms that are generalizations of a given instance as follows:
Definition 10 (Instance Generalization). Given an instance hD,C0,A0,E0,S0,R0i that has been created out of a norm contained in
a set of norms N; the set of norms that are a generalization of this instance is calculated by the instance generalization func-
tion as follows:
9 Eac
10 For
11 It m
12 Not
fgðhD;C 0;A0; E0; S0;R0i;NÞ ¼ fðhDj;Cj;Aj; Ej; Sj;Rji;qaj
ÞjðhDj;Cj;Aj; Ej; Sj;Rji;qaj

Þ 2 N;Dj

¼ D; and exists a substitutionrj such that C0 ‘ rjðCjÞ;A0 ‘ rjðAjÞ and E0 ‘ rjðEjÞg
Remark. The instance generalization function fg determines that any norm hD,C,A,E,S,Ri can be seen as a generalization of a
given instance hD0,C0,A0,E0,S0,R0i if the two normative propositions have the same deontic modality (i.e., D = D0) and there is a
substitution r such as the formulas r(C), r(A), r(E) can be derived from C0, A0, E0, respectively. According to this definition, the
self-attribution function fa (used for calculating the value ea) is defined as the maximum among the salience of these norms
that are a generalization of a given instance.
Definition 11 (Self-Attribution Emotions). Given an instance ni and a set of norms N; the intensity of the self-attribution
emotions triggered by the violation of this instance is defined by the fa function as follows:
faðni;NÞ ¼ qsmax
where qsmax
is a real value within the [0,1] interval such that it exists ðnmax;qsmax

Þ in fg(ni,N) and for all ðnj;qsj
Þ in fg(ni,N)

qsmax
P qsj

.
For simplicity, we assume that agents have the same capabilities for achieving or avoiding the states represented in the

norm conditions. Otherwise, the value of the attribution emotion should be calculated as the salience of the most important
norm weighted by the agent capabilities to comply with this norm.10

� Prospect Emotions. According to the OCC model, the hope (vs. fear) emotion is triggered when a desirable (vs. undesirable)
event is predicted. Therefore, the main factors on the intensity of hope (vs. fear) are the probability of the predicted event
and the desirability (vs. undesirability) of this event. The fear and hope emotions that may be triggered if an instance is
violated are defined by considering the desirability and probability of the consequences of violating an instance.

The consequences of violating an instance are a set of pairs (cj,qj), where cj 2 L represents a situation that is predicted to
occur if the norm is violated; and qj 2 [0,1] is the probability of this predicted situation. An obligation is violated when the
norm condition is not achieved (i.e., :C0). Therefore, the consequences of violating the obligation are defined by considering
those beliefs such as (a ? cj, qj) and :C0 ‘ a.11 In case of a prohibition instance, its violation entails the achievement of the
norm condition (C0). Therefore, the consequences of violating a prohibition are calculated by considering those beliefs such
as (a ? cj, qj) and C0‘a. We define formally the consequences of violating an instance as follows:

Definition 12 (Consequences). Given an instance hD,C0,A0,E0,S0,R0i, and a set of beliefs B; the predicted consequences of
violating this instance are defined as follows:
fcðhD;C 0;A0; E0; S0;R0i; BÞ ¼
fðcj;qjÞjða! cj;qjÞ 2 B;:C 0 ‘ ag ifD ¼ O
fðcj;qjÞjða! cj;qjÞ 2 B;C 0 ‘ ag ifD ¼ F

(

The prospect emotions elicited by the violation of any instance are calculated by considering the desirability and prob-
ability of the consequences of violating this instance12 as follows:
Definition 13 (Prospect Emotions). Given a set of beliefs B, a set of desires D, and an instance ni; the prospect emotions
triggered by the violation of this instance is defined by the fp function as follows:
fpðni;B;DÞ ¼
�
P
8ðcj ;qjÞ2fc ðni ;BÞqj � fdðcj;DÞP

8ðcj ;qjÞ2fcðni ;BÞqj
h instance is created out of a single norm. However, an instance can be seen as a particularization (i.e., instantiation) of more than one norm.
example, the capabilities to comply with the obligation hO;C0;A0 ; E0; S0;R0i can be represented as the certainty of the belief (canAchieve(C0),q).
eans that the negation of the norm condition (:C0) causes or explains ci with a probability qj.

ice that the desirability and probability of the consequences of violating an instance are represented as beliefs and desires.



Table 3
Weight definition of the agent types compared in the experiments.

Agent type w0 (Self-interest) w00 (Expectation) w000 (Emotion)

Egoist 1 0 0
Cautious 0 1 0
Emotional 0 0 1
Egoist–Cautious 1 1 0
Egoist–Emotional 1 0 1
Cautious–Emotional 0 1 1
Egoist–Cautious–Emotional 1 1 1
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where fc and fd are defined as before.
Remark. The prospect emotion function fp calculates the prospect emotions elicited by the violation of an instance as a real
value within the [�1,1] interval. In accordance with the previous definitions of the willingness functions, which define posi-
tive values as compliance sustaining, the fp function has been defined as minus the weighted mean of the desirability of the
effects of the violation. Therefore, the desirability of the consequences of the violation has been weighted by the probability
of their occurrence (qj). A positive value of fp sustains norm compliance. Specifically, it means that the violation of the norm
raises the agent’s fears. A negative value of the fp function sustains the violation of norms. It occurs when the agent hopes
that the violation of the norm entails desirable consequences.

In the proposed case study, the value of the attribution emotion calculated by the assistant agent is 1, which is the sal-
ience degree of the Heavy Rain Norm. The assistant agent calculates the value of the prospect emotion by considering the
consequences of not reducing the speed. Specifically, the assistant agent considers that not reducing the speed may cause
an accident with a probability of 25% —ð:slowða1Þ ! accidentða1Þ;0:25Þ 2 B. The human user does not want to cause an
accident —ð:accidentða1Þ;1Þ 2 D. Therefore, fd(accident(a1), D) is �1 and the value of the prospect emotion is calculated
as follows:
ep ¼ fpðhO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;B;DÞ ¼ �ð0:25 � �1Þ
0:25

¼ 1
and the value of the anticipated emotions is calculated as follows:
f 000w ðhO; slowða1Þ; heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;B;D;NÞ ¼ ea þ ep � ðea � epÞ ¼ 1þ 1� ð1 � 1Þ ¼ 1
Let us assume that the human user has configured the assistant agent to consider the three willingness factors equally. There-
fore willingness of the assistant agent to comply with the instance is calculated as follows:
fwðhO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;B;D;NÞ ¼ 1��0:9þ 1� 0:25þ 1� 1
3

¼ 0:12
Assume that the compliance threshold (h) is set to 0.1. Then, the norm reasoning rule for obligations (see Rule (a) in Table 2)
is instantiated as follows:
ðhO; slowða1Þ;heavyRainða1Þ;:heavyRainða1Þ; fineða1Þ;�i;0:75Þ 2 NI ^ 0:12 > 0:1
hB;D; I;N;NIi ! hB;D�; I;N;NIi

where D� ¼ D [ fðslowða1Þ; fið0:75;0:12Þg
Since 0.12 > 0.1, the assistant agent decides to comply with the norm and creates a new desire to achieve the norm condition.
The degree of the new desire is calculated as follows:
fið0:75;0:12Þ ¼ 0:75 � 0:12
1� 0:75� 0:12þ ð2 � 0:75 � 0:12Þ ¼ 0:29
and the set D⁄ contains now a proposition such as: (slow(a1),0.29).

6. Experimental results

This section compares the performance of the different agent types with respect to their decisions about norm compli-
ance, which are modelled using the willingness function (fw). As previously mentioned, the value of fw is obtained combining
the values of the three willingness functions (f 0w; f

00
w and f 000w ) as a weighted average. The weights that each agent gives to these

factors characterize each agent type. The experiments contained in this section are aimed at illustrating the performance of
each willingness function individually and the effect of combining the different willingness functions. Given these three



Table 4
Parameters used in the experiments.

Parameter Value

# Of agents 7
# Of non-grounded literals 10
# Of instantiations per non-grounded literal 10
# Of norms [1,10]
Salience of norms [0,1]
# of instances [1,100]
Relevance of instances [0,1]
# Of goals 10
# Of explanation relationships [1,100]
Norm compliance threshold (h) 0.1
# Of executions 1000
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willingness functions, there are only 7 possible combinations13 of them (excluding the empty set). As a consequence, we
conducted experiments comparing the behaviour exhibited by these 7 main agent types that can be created with our model.
Table 3 contains the characterization of the 7 agent types compared in this section.

To analyse how the willingness function works, to compare the main agent types and to validate our hypothesis about
their behaviour, we have performed two different types of experiments. Firstly, we want to illustrate the performance of
the functions proposed in this paper. With this aim we have performed a set of random experiments to illustrate the behav-
iour exhibited by the main agent types in a wide range of situations. Moreover, we analyse the effect of the different ele-
ments considered by the willingness functions on the norm-compliance decisions. These experiments are described in
Section 6.1. In the second type of experiments we illustrate how the different types of agents make decisions about norm
compliance in a concrete situation of the case study used in this paper. This experiment is described in Section 6.2. Finally,
a discussion of the results of the experiments is contained in Section 6.3.

Since the experiments described in the following sections are aimed at analysing the performance of the willingness func-
tions, other norm-reasoning problems faced by previous works [13] have been omitted.
6.1. Random experiments

6.1.1. Experiment description
We considered a scenario with the parameters that we sum up in Table 4. In each execution one agent of each type is

created. These agents are affected by the same set of norms and instances. Moreover, all agents have the same desires
and beliefs. Therefore, the only difference among agents is the way in which they make decisions about norm compliance;
i.e., how they decide about which instances will be obeyed and which ones will be violated.

Environment Definition. In this simulator, we assume that the environment is described in terms of 10 different situations
or states of affairs. Each one of these states of affairs is represented by a non-grounded literal (i.e., an atomic formula or its
negation). Thus, we consider a set of 10 different non-grounded literals. We also assume that each one of the 10 non-
grounded literals can be instantiated in 10 different ways. Thus, there are 100 grounded literals (these grounded literals cor-
respond to the 10 ways in which each one of the 10 non-grounded literals can be instantiated).

Norm Definition. In each execution a set of norms is randomly generated. The number of norms that are generated takes a
random value within the [1,10] interval. Thus, we create one norm controlling each state of affairs at most. We assume that
for each norm h D,C,A,E,S,Ri the elements C, A, E, S and R are randomly selected from the set of non-grounded literals. The
salience of each norm gets a real random value within the interval [0,1].14

From each norm a set of instances is randomly created. Since each non-grounded literal can be instantiated in 10 ways,
each norm can also be instantiated in 10 different ways. Therefore, the number of instances created out of each norm ranges
randomly within the [1,10] interval and, as a consequence, the number of instances created in each execution ranges ran-
domly within the [1,100] interval. For each instance hD,C0,A0,E0,S0,R0i that has been created out of a norm hD,C,A,E,S,Ri the
elements C0, A0, E0, S0 and R0 are defined as one of the possible instantiations of C, A, E, S and R, respectively. The relevance of
each instance takes a real random value within the [0,1] interval.15

Agent Definition. Agents pursue a set of goals that represent desired (vs. undesired) states of affairs; i.e., situations that the
agent wants to achieve (vs. avoid). Thus, each goal is characterized by a goal condition that is a grounded literal representing
the sate of affairs that is desired (vs. undesired); and a goal degree that represents the desirability (vs. undesirability) of the
goal condition. Moreover, we assume that other states of affairs that are similar to the goal condition are also desired (vs.
13 For simplicity we have only considered these agent types in which the w0 , w00 , w000 2 {0, 1}.
14 Note that we describe later an experiment in which we analyse the impact of norm salience on the behaviour exhibited by the different agents.
15 Note that the decisions about norm compliance are not affected by the relevance of instances, as explained in Section 5.2.
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undesired) with a lower degree. The more these states of affairs are similar16 to the goal condition, the more desirable they
are. Thus, each goal is also characterized by a goal distance that is a real value corresponding to the distance between the state
specified by the goal and the most similar state that is not desired.17

In each execution, goals are randomly generated: the goal conditions are grounded literals that are randomly selected
from the 100 grounded literal set; the goal degrees vary randomly within the [�1,�0.75] [ [0.75,1] interval—i.e., a positive
(vs. negative) goal degree means a goal to achieve (vs. avoid) the goal condition—; and the goal distance varies randomly
within the [0,1] interval. For simplicity, we assume that only one instantiation of each non-grounded literal can be selected
as a goal condition. Thus, in each simulation 10 goals are generated18; i.e., one per each non-grounded literal.

Besides the desirability of propositions, agents also use explanation relationships among propositions for making deci-
sions about norm compliance. These explanation relationships are represented as graded beliefs such as (a ? c,q), which
means that a explains c with a probability of b. Here, these relationships have been randomly generated. The antecedent
(a) and consequence (c) of an explanation relationship are randomly selected as grounded literals. The probability of these
relationships (q) is a real randomly selected within the [0,1] interval. In each execution, agents know a number of explana-
tion relationships that ranges randomly within the [1,100] interval19; i.e., it varies from 1 to the number of grounded literals
considered in the simulations.

Agent Types. In the model proposed in this paper the decisions about norm compliance are made by considering three
different factors: self-interest f 0w

� �
, the enforcement mechanisms f 00w

� �
and the emotions triggered by the violation of norms

f 000w

� �
. These three factors are combined in a single value (fw) that is defined as a weighted average among the three willing-

ness factors. Therefore, different agent personalities can be modelled according to the definition of the weights w0, w00 and w000

(see Table 3). The three basic personalities are: egoist, cautious and emotional:

� Egoist agents (w0 = 1, w00 = 0 and w000 = 0) only follow those norms that favour their goals or that avoid some undesirable
state.
� Cautious agents (w0 = 0, w00 = 1 and w000 = 0) comply with norms when they want to avoid the sanctions or when they are

interested on the rewards.
� Emotional agents (w0 = 0, w00 = 0 and w000 = 1) only consider the emotions that will be elicited if norms are violated. As

explained in Section 5.2 agents are capable of anticipating both self-attribution and prospect emotions:
– Self-attribution emotion. As explained before, the fa function is defined as the maximum among the salience values of

those norms that are a generalization of a given instance. In the experiments we have considered that an instance h
D,C0,A0,E0,S0,R0i can be seen as a generalization of a norm h D,C,A,E,S,Riwhen the two have the same deontic modality
and the expressions that are in C0, A0, E0 are instantiations of the non-grounded literals in C, A, E, respectively.

– Prospect emotion. In the experiments, the consequences of violating an instance are calculated considering the expla-
nation relationships that have been randomly generated. For example, consequences of a prohibition instance
hD,C0,A0,E0,S0,R0i are calculated considering those explanation relationship that have as antecedent the non-grounded
C0.

6.1.2. Results
Fig. 2 illustrates the performance of the different types of agents with respect to their decisions about norm compliance.

This decision is modelled by the fw parameter. Specifically, in Fig. 2 each agent type has been labelled according to the values
given to the weights w0, w00 and w000. The values obtained by the fw function have been classified again in three categories
16 We define a function fdistance that determines the distance in terms of similarity between two grounded literals as a real number within the [0,1] interval. A
distance of 0 means ‘‘complete similarity’’ and a distance of 1 means ‘‘no similarity’’.

17 Thus, the desirability of a grounded literal a with respect to a goal hb,c,ii, where b is the goal condition,c is the goal desirability and i is the goal distance; is
calculated as follows:

c� fdistanceða;bÞ�c
i if f distanceða; bÞ < i

0 otherwise

(

18 Note that we describe later an experiment in which we analyse the impact of the number of goals on the behaviour exhibited by the different agents.
19 Note that we describe later an experiment in which we change the number of explanatory relationships considered in the simulations.
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Fig. 3. Percentage of instances that are violated, ignored and obeyed on average according to the value of h.
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according to the values of the norm compliance threshold (h): deciding to violate (i.e., when fw ranges within the [�1,�h) inter-
val); deciding to ignore (i.e., when fw ranges within the [�h,h] interval); and deciding to obey (i.e., when fw ranges within the
(h,1] interval). Deciding to violate an instance means that the agent will try to behave contrary to the pattern of behaviour
specified by the instance. Deciding to obey an instance means that the agent will try to follow the pattern of behaviour spec-
ified by the instance. Deciding to ignore an instance means that the agent will not change its behaviour due to the instance.
Specifically, Fig. 2 shows the percentage of instances that belong to each one of the willing categories (i.e. violate, ignore and
obey) when the compliance threshold (h) is set to 0.1.20 This experiment has been repeated 1000 executions to support the
findings.

Regarding the three main agent personalities, it can be concluded that egoist agents (labelled as 1 0 0) are the most prone
to ignore norms, since they only consider if the norm condition favours or hinders their goals. Cautious agents (labelled as 0 1
0) are not as prone to ignore norms, i.e., the percentage of ignored instances is lower. This is explained by the fact that cau-
tious agents consider whether either the reward or the negation of the sanction favour their goals. Therefore, the percentage
of instances that are indifferent in cautious agents is lower. In case of egoist and cautious agents there is a symmetric dis-
tribution of instances in the three willingness categories; i.e., egoist and cautious agents decide to obey as many norms as
they decide to violate. This is explained by the fact that norms and desires are randomly generated and, as a consequence,
norms favour or hinder the agent goals with the same probability. Finally, emotional agents (labelled as 0 0 1) are the most
willing to obey norms; i.e., they are the most norm-oriented. This is explained by the fact that the attribution emotion (mod-
elled by the fa function) only sustains norm obedience. Moreover, the percentage of ignored norms in emotional agents is the
lowest. This is explained by the combination between the prospect (modelled by the fp function) and the attribution emotion.
The prospect emotion considers the desirability of all the possible consequences of violating an instance. Thus, it is possible
that the negative effects counteract the positive ones and the values obtained by the fp function are near to 0. This value is
combined with the value calculated by the fa function, which is always positive, and fw takes a value higher than h.

Other agent personalities can be defined from these three basic personalities by giving different values to the weights w0,
w00 and w000. In this experiment, we have also analysed the behaviour of agents that use a mixed strategy for making decisions
about norm compliance. Therefore, two or more willingness factors are considered in the calculation of the fw parameter. As
expected, all agents that consider emotions, (i.e., w000 = 1) have a tendency to decide to obey norms. Specifically, agents that
consider the three willingness factors (i.e., w0 = 1, w00 = 1 and w000 = 1) comply with less norms than the rest of agents that con-
sider the emotional factor, since the influence of emotions is reduced by the other two factors. In case of agents that do not
consider emotions (i.e., w0 = 1, w00 = 1 and w000 = 0), the percentage of instances that are ignored is higher than in cautious
agents. This is explained by the fact that the norm conditions, the sanctions, and the rewards are randomly generated;
i.e., there is not any relationship between a norm and its enforcement. Therefore, it is possible that a norm favours one of
the agent goals but the reward that the agent will receive hinders another goal. In this situation, the agent has motivations
for violating the norm and motivations for following it. Thus, it decides to ignore the norm.

Compliance Threshold h. In the previous experiment we have defined the compliance threshold (h) as 0.1. To analyse the
influence of this parameter on the decisions about norm compliance, the previous experiment has been repeated assigning
different values to h. Specifically, we have performed experiments in which h is 0.05 and 0.2.

The compliance threshold represents how much a person is indifferent to norms; i.e., to what extent its behaviour is not
influenced by norms. A high indifference means that the person is not affected by norms and that his/her activities are only
directed by his/her own goals. As the indifference of a person decreases more norms become the motivations of his/her ac-
tions. This tendency does not depend on the concrete reasons why each person makes decisions about norm compliance. For
example, an egoist person who is highly indifferent to norms decides to ignore more norms than another egoist person who
is less indifferent to norms.

Fig. 3a and b shows the percentage of instances that belong to each one of the willingness categories when h is 0.05 and
0.2, respectively. As we expect, the lower the compliance threshold is, the lower number of instances are ignored. On the
contrary, when the compliance threshold takes higher values the percentage of ignored instances increases. Thus, the com-
pliance threshold allows us to define different indifference degrees for each agent type.
20 Note that we describe later an experiment in which we change the value of the compliance threshold.
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As Fig. 3b shows, when h is 0.2 the percentage of norms that are ignored increases more in agents that combine two or
more compliance factors. This is explained by the fact that the willingness factors have been combined as a weighted mean
where weights only take the values {0,1}. Thus, the weighted mean behaves as a compromise operator among the factors
that are considered; i.e., the willingness factors whose weight is equal to 1. As a consequence, the combined result is higher
or equal to the considered factor with the minimum value and lower or equal to the considered factor with the maximum
value. Therefore, norms are obeyed (vs. violated) only when all the considered factors are higher (vs. lower) than h (vs. �h).
As mentioned above, norms and agents are randomly generated in an independent way, which makes difficult that all dif-
ferent factors take values higher (vs. lower) than h (vs. �h).

Salience of Norms. With the aim of determining the effect of the salience of norms on the decisions about norm compli-
ance, we also run out experiments varying the salience of norms. Specifically, we have performed experiments in which the
salience of norms is low (i.e., lower than 0.5) and high (i.e., higher than 0.5).

The salience of a norm represents the effect or influence of this norm on the society. The same norm may have different
salience in different societies. For example, there are countries where the prohibition to run a red light is considered as a very
important norm. Transgressions of that norm are infrequent and are sanctioned by the traffic authorities that impose fines
and the society that condemns these acts. In other countries, the prohibition to run a red light is not considered as a very
important norm. As a consequence, transgressions of that norm are more frequent even if the same fines are applied. Obvi-
ously, those persons that are more affected by the society are more sensitive to salience of norms. In contrast, those persons
that do not care about what other people think are not affected by salience of norms.

Fig. 4a shows the results obtained when the salience of norms is low (i.e. qs 2 [0,0.5]). Fig. 4b shows the results obtained
when the salience of norms is high (i.e. qs 2 [0.5,1]). As we expect, only those agents that consider the social repercussions of
norms (i.e., emotions) are affected by the salience of norms. When the salience of norms is low (see Fig. 4a) the percentage of
obeyed norms in agents that consider emotions decreases because norms are not very important to the society. As the sal-
ience of norms increases (see Fig. 4b) the percentage of obeyed norms in agents that consider emotions increases. This is
explained by the fact that the society considers that norms are of high importance and a transgression of norms will be
strongly criticized. As a consequence, all agents that care about what the society thinks follow the majority of the norms
to avoid social reproaches. This is more noticeable in case of emotional agents (w0 = 0, w00 = 0 and w000 = 1), since in this type
of agents the influence of emotions is not reduced by other factors. Thus, in situations where the salience of all norms is very
high it is preferable not using emotional agents, since they would behave as norm-oriented agents that follow almost all
norms.

Agent Goals. In the previous experiments agents pursue 10 goals, which correspond to the number of non-grounded
expressions used to generate the norms. Thus, agents are able to determine whether each instance is interesting to them
(i.e., to what extent the norm condition, the sanction or the reward affects their goals). In this section we analyse what hap-
pens if agents pursue less goals and they are not always able to determine if an instance is interesting to them. Specifically,
we have performed experiments in which agents pursue 3 and 6 goals.

When an egoist person is not able to evaluate the effects of the norm fulfilment on his/her goals, then he/she decides not
to change his/her behaviour and to ignore the norm. The same decision is taken when a cautious person is not able to deter-
mine whether the sanction or the reward of a norm hinders of favours this/her goals. Selfless persons not only consider the
impact of norms and their enforcement on their goals and, as a consequence, they may decide to obey norms even if they do
not know the effect of norms on their goals. Obviously, if a person has few goals (i.e., interests), then the probability that
norms have an effect on his/her goals is low and more norms are ignored.

In this section, we describe the results obtained when we vary the number of goals that agents pursue. Fig. 5a and b
shows the results obtained when the number of goals is 3 and 6, respectively. As we expected, agents that consider self-
interest and expectation factors are the most affected by the number of goals. Specifically, when the number of goals is very
low (see Fig. 5a) these kinds of agents have very few information to make decisions about norm compliance and the percent-
age of ignored norms increases. This is more noticeable in egoist agents, since they only consider if the norm condition hin-
ders or favours their goals. In contrast, cautious agents consider the effect the sanction and reward have on their goals. As the
number of goals increases (see Fig. 5b), the percentage of ignored norms decreases.
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As a consequence, when the number of goals that an agent pursues is low it is better not to use egoist agents, since they
would not have enough information to determine the effect of norm fulfilment on its goals and the majority of instances
would be ignored.

Explanation Relationships. This experiment consists in varying the number of explanation relationships that an agent
knows. Specifically, we want to analyse what happens when the number of explanation relationships is very low (i.e., agents
only know 10 explanation relationships) and when it is very high (i.e., agents know 1000 explanation relationships).

Explanation relationships model relationships between two states of affairs in which one causes the other. Thus, they rep-
resent the knowledge that a person has about the potential repercussions of his/her actions. Obviously, those persons that
are more empathetic take into account the repercussions of norms when they made decisions about norm compliance. The
more explanation relationships (i.e., potential repercussions) an empathetic person knows, the higher the probability of
knowing a positive or negative repercussion of a given norm. In contrast, those persons that do not care about other people
do not consider the potential repercussions of their actions.

Fig. 6a and b shows the results obtained when the number of explanation relationships is 10 and 1000, respectively. As we
expect, only those agents that consider emotions are affected by the explanation relationships. When the number of expla-
nation relationships is very low (see Fig. 6a) agents that consider emotions have very few information for deciding to fulfil/
violate norms due to their good/bad consequences and the decisions about norm compliance are made according to the attri-
bution emotion that only sustains norm compliance. As a consequence, the number of obeyed norms increases. This is more
noticeable in agents that only consider emotions (w0 = 0, w00 = 0 and w000 = 1), since the emotions are not combined with other
factors. As the number of explanation relationships increases (see Fig. 6b), the number of obeyed norms decreases lightly.
This is explained by the fact that agents have more information about the repercussion of norms and there is a higher prob-
ability of deciding to violate norms due to their bad consequences.

As a result of these experiments we can categorize different scenarios in which is more preferable not using a particular
type of agent. For example, egoist agents are not suitable when the number of goals is very low, since the majority of norms
are ignored. Emotional agents are not suitable when the salience of all norms is high, or when the number of explanation
relationships is very low. In these situations emotional agents blindly follow all norms and it is preferable to combine emo-
tions with other factors such as expectations or self-interest.

6.2. Case study

The previous experiments were aimed at providing a categorization of the behaviour exhibited by the main agent types in
a general situation. For this reason, we generated the agent desires and norms randomly. However, the random generation of
desires and norms may lead to unrealistic situations; e.g., a situation in which the behaviour of agents is determined by
inconsistent desires and/or contradictory norms. In contrast, this section presents a more realistic situation in which the
behaviour of agents is determined by consistent desires and rational norms. Specifically, we contextualise the experiments
in the case study used in this paper and we describe how the different types of assistant agent make decisions about norm
compliance. We have performed an experiment with the parameters contained in Table 5.



Table 5
Parameters used in the experiment for the traffic assistant case study.

Parameter Value

# Of agents 7
# Of norms 1
Norm salience (qs) [0,1]
# Of areas 10
# Of instances 1
Instance relevance (qr) [0,1]
# Of goals 3
# Of explanatory relationships 10
Norm compliance threshold (h) 0.1
# Of execution 1000
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6.2.1. Experiment description
We assume that all assistant agents know the Heavy Rain Norm. Thus, the norm set (N) of the 7 agents contains a prop-

osition as follows:
21 Not
ðhO; slowðAÞ;heavyRainðAÞ;:heavyRainðAÞ; fineðAÞ;�i;qsÞ 2 N
The norm salience degree (qs) gets a random value within the interval [0,1].
We assume that the set of non-grounded literals considered by all assistant agents contains at least the literals slow(A), :

fine(A) and :accident(A),21 which represent: decreasing the speed in area A, not paying a fine in area A and not having an acci-
dent in area A.

In each simulation, an instance of the Heavy Rain Norm is randomly created by selecting one concrete area in which there
is heavy rain. We assume that the assistant agents can be used in 10 different areas ({a1, . . . , a10}). Thus, the norm condition,
the activation and expiration conditions and the sanction are instantiated with the area that is selected. For example, if area
a5 is selected in a concrete simulation, then the following instance is added to the instance set (NI) of all assistant agents:
ðhO; slowða5Þ;heavyRainða5Þ;:heavyRainða5Þ; fineða5Þ;�i;qrÞ 2 NI
The value of qr is assigned a random value within the [0,1] interval. All agents know the same instance with the same rel-
evance value.

All assistant agents pursue the same set of desirable states or goals. Specifically, we generate three goals (i.e., one per each
non-grounded literal that is considered for making decisions about norm compliance). As previously mentioned, we assume
that the user wants to show off the power of his new car and he does not want to slow down in crowded places. The area that
is more crowded is randomly selected from the set {a1, . . . , a10}. The desirability of slowing down in this area varies ran-
domly within the [�1,�0.75] interval. The desirability of slowing down in other areas depends on how much crowded they
are. Similarly, the area in which more expensive fines are imposed is randomly selected from the set {a1, . . . , a10}. The desir-
ability of not being fined varies within the [0.75,1] interval. Finally, we assume that the user wants to avoid having an acci-
dent that involves other vehicles and their passengers. Thus, the area in which there is more traffic (e.g. the area in which
there is a high traffic density) is also selected from the set {a1, . . . , a10}. The desirability of not having an accident in this area
varies randomly within the [0.75,1] interval. For example, Fig. 7 represents three goals that have been randomly generated.
The X-axis represents the substitutions that can be applied to the non-grounded literals (i.e., to the literals slow(A), : fine(A)
and :accident(A)) to give rise to the grounded literals, whereas the Y-axis shows the desirability degree of these grounded
literals.

Moreover, the assistant agents know 10 explanatory relationships that represent the probability in which not slowing
down in a specific area can cause an accident in this area. Specifically, it is represented as graded beliefs such as
(:slow(a) ? accident(a),q); where a 2 {a1, . . . , a10} and the probability of this relationship (q) is a random real within the
[0,1] interval.

Again we have performed 1000 executions to support the findings.
6.2.2. Results
Egoism is the concept of acting in one’s own self-interest. Thus, we want that the decisions of egoist assistants are mainly

influenced by the goals of their user. Since the user is only interested in showing off his car, an egoist assistant would decide
to violate the Heavy Rain Norm in most cases. Cautious persons carry out prudent forethought to minimize risk. In this case,
we want that cautious assistants decide to follow the Heavy Rain Norm to avoid sanctions (i.e., the economic repercussions).
Finally, emotions provide the affective component to motivation. Thus, we expect that emotional assistants decide to comply
with the Heavy Rain Norm to spare the user the embarrassment of performing reprehensible actions.
ice that these three literals are the ones that will be considered by the assistant agent when deciding about norm compliance.
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Fig. 8. Percentage of instances that are violated, ignored and obeyed on average per each type of assistant agent.

Fig. 7. Example of the goals for the assistant agent. The Y-axis shows the desirability and the X-axis shows the substitutions that can be applied to the non-
grounded literals to create the grounded literals.
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Fig. 8 illustrates the performance of the different types of assistant agents with respect to their decisions about norm com-
pliance. As we expect, an egoist assistant never decides to comply with the Heavy Rain Norm (i.e., never decides to slow
down). In most cases, it decides to violate the norm and behaves against the norm by deciding to accelerate instead of decel-
erate. Only when there is heavy rain in an area that is not crowded, it decides to ignore the norm and it maintains its behav-
iour (since there are not much people to whom show how fast is his/her car). A cautious assistant decides to comply with the
obligation in most cases and, as a consequence, it decides to decrease the speed. When there is a heavy rain in an area in
which speeding fines are cheap, the assistant agent decides to ignore the norm and it maintains the speed. Finally, an emo-
tional assistant decides to reduce the speed in almost all cases. Only when the norm is not salient and the assistant does not
fear of having an accident (i.e., when there is heavy rain in a low traffic density area in which there is a low probability of
having an accident) the norm is ignored. The behaviour exhibited by the three main agent personalities is completely differ-
ent; i.e., egoist agents are lawbreakers since they never decide to obey norms, cautious and emotional agents are norm-abid-
ing since they never decide to violate norms (they only decide to obey or ignore the norm). In general, agents defined as a
combination of the basic personalities have a smoother behaviour and they decide to violate, ignore and obey norms. How-
ever, agents that combine the expectation factor with the emotional factor (i.e., agents labelled as 011) are the most norm-
abiding. This is explained by the fact that these agents are a combination of the two norm-abiding personalities, which en-
tails that almost always norms are obeyed.
6.3. Discussion

As shown in the results provided in this section, the human-inspired model proposed in this paper allows agents to make
decisions about norm compliance autonomously. However, the behaviour of an agent depends on the willingness factors
that it considers and, as shown in the experimental results, it is predictable to some degree. Thereby, humans would be able
to delegate tasks controlled by norms to software agents. For example, we have illustrated that each kind of assistant agent
behaves as we expected; i.e., the decisions made by the assistant agent are sensible according to the willingness factors that it
considers. Thus, the human-inspired model allows different types of assistant agents to be implemented. As a consequence,
this model can be used by different kinds of users that want to customize the routes proposed by the assistant agent accord-
ing to their personality and preferences.

It should be noted that improving the agent capabilities for making decisions about norm compliance obviously comes at
an additional temporal cost. Specifically, Normative BDI agents must evaluate each instance against its desire set for calcu-
lating the self-interest and the expectation factors. To calculate the prospect emotion, agents must evaluate each instance
against its desire and belief sets to determine the desirability of the repercussions of instances. In the calculation of the attri-
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bution emotion multiple substitutions are applied to determine the norms that are a generalization of each instance. This
step may be computationally expensive if the number of instances, norms and substitutions is high. However, this problem
can be easily avoided if instances are annotated with the norm that has created the instance and the attribution emotion is
simply calculated as the salience degree of this norm.22

Finally, we would like to remark that our proposal is agnostic with respect to the rationality of agents [27]; i.e., our model
can be used by both perfect rational agents and bounded rational agents. Usually, the theories of bounded rationality intro-
duce uncertainty on the knowledge of the agent. Our model has been designed to be used by agents that have graded beliefs.
Thus, our model can be used by agents with perfect knowledge (in this case the certainty of beliefs takes values 0 and 1), but
also by agents with uncertain knowledge (in this case the certainty of beliefs takes real values within the [0,1] interval). An-
other way in which rationality can be bounded is by assuming that agents have incomplete information about alternatives
and incomplete information about consequences. Our model has been also designed to be used by agents that have graded
desires, intentions and explanatory beliefs. Thus, our model can be used by agents with perfect information about alterna-
tives (in this case the certainty of explanatory beliefs, desires and intentions takes values 0 and 1), but also by agents with
uncertain knowledge (in this case the certainty of explanatory beliefs, desires and intentions takes real values within the
[0,1] interval). Therefore, our model can be used with either certain or uncertain knowledge and with either complete or
incomplete information about alternatives and consequences.

7. Conclusions

This paper answers a main question related to the possibility of developing software agents that consider norms as hu-
mans would do. In response to this issue, this paper proposes a human-inspired model that allows software agents to con-
sider both their preferences and the norm repercussions when they determine their willingness to comply with norms. The
repercussion of norms is not only defined in terms of the utility of norms and the economic cost (vs. benefit) of the sanctions
(vs. rewards), but also in terms of the social repercussions of norms (i.e., emotional factors). In particular, the human-in-
spired model anticipates the emotions that will be elicited if the norms are transgressed. As far as we are concerned, this
is the first model of norm-autonomous agent that considers emotions as a motivation for norm compliance. We believe that
this complex behaviour is required in applications such as: social simulation scenarios, environments in which humans and
agents interact in a realistic way, scenarios in which humans delegate tasks to personal software agents, and so on.

The way in which the model combines rational and emotional factors allows different agent personalities to be imple-
mented. To illustrate the behaviour exhibited by the different agent personalities we carried out a set of experiments.
The results explained in this paper demonstrate that the decisions about norm compliance are predictable according to
the agent personality. Thus, the human-inspired model can be adjusted according to the personality traits of the user. More-
over, these experiments analyse the influence of the different elements that are considered by our model. Finally, we provide
the reader with guidelines to adjust the human inspired model (i.e., selecting the most suitable personality for agents).

As future work, we plan to evaluate to what extent the behaviour exhibited by the human-inspired model is in accor-
dance with the user preferences and personality by testing our model in experiments in which humans will take part.
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