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Abstract. Nominal Logic is an extension of first-order logic with equal-
ity, name-binding, name-swapping, and freshness of names. Contrarily to
higher-order logic, bound variables are treated as atoms, and only free
variables are proper unknowns in nominal unification. This allows “vari-
able capture”, breaking a fundamental principle of lambda-calculus. De-
spite this difference, nominal unification can be seen from a higher-order
perspective. From this view, we show that nominal unification can be
reduced to a particular fragment of higher-order unification problems:
higher-order patterns unification. This reduction proves that nominal
unification can be decided in quadratic deterministic time.

1 Introduction

Nominal Logic is a version of first-order many-sorted logic with equality and
mechanisms for renaming via name-swapping, for name-binding, and for fresh-
ness of names. It also provides a new-quantifier [GP99], to modeling name
generation and locality. It was introduced at the beginning of this decade by
Pitts [Pit01,Pit03]. These first works have inspired a sequel of papers where bind-
ings and freshness are introduced in other topics, like equational logic [CP07],
rewriting [FG05,FGO07], unification [UPG03,UPG04], Prolog [CU04,UCO05].

This paper is concerned with Nominal Unification [UPG03,UPG04], an ex-
tension of first-order unification where terms can contain binders and unification
is performed modulo a-equivalence. Moreover, (first-order) variables (unknowns)
are allowed to “capture” bound variables (atoms). [UPGO03,UPG04] describe a
sound and complete, but inefficient (exponential), algorithm for nominal unifi-
cation. Later this algorithm was extended to deal with the new-quantifier and
locality in [FGO5]. In [CFO07] there is a description of a direct but exponential
implementation in Maude, and a polynomial implementation in OCAML based
on termgraphs.

* This research has been partially founded by the CICYT research project TIN2007-
68005-C04-01,/02/03.



The use of a-equivalence and binders in nominal logic immediately suggests
to view nominal unification from a higher-order perspective, the one that we
adopt in this paper. Some intuitions about this relation are already roughly
described in [UPGO04]; and in [Che05] there is a reduction from higher-order
pattern unification to nominal unification (here we prove the opposite reduction).

The main benefit of nominal logic, compared to a higher-order logic, is that
it allows the use of binding and a-equivalence without the other difficulties
associated with the A-calculus. In particular, with respect to unification, we
have that nominal unification is unitary (most general unifiers are unique) and
decidable [UPGO03,UPGO04], whereas higher-order unification is undecidable and
infinitary [Luc72,Gol81,Lev98,LV00].

In this paper we fully develop the study of nominal unification from the
higher-order view. We show that full higher-order unification is not needed but
only a fragment: Higher-order Pattern Unification [Mil91,Nip93,Qia96]. This
subclass of problems were proposed by Miller [Mil91]. Contrarily to general
higher-order unification, higher-order pattern unification is decidable and uni-
tary [Mil91,Nip93]. Moreover, the problem can be solved in linear time [Qia96].
All this will lead us to show how to reduce nominal unification to higher-order
pattern unification, and to conclude its decidability in quadratic time as well as
the uniqueness of most general unifiers.

From a higher-order perspective, nominal unification can be seen as a variant
of higher-order unification where:

1. variables are all first-order typed, and constants are of order at most three
(therefore, nominal unification is a fragment of second-order unification),

2. unification is performed modulo a-equivalence, instead of the usual o and
(-equivalence,

3. instances of variables (unknowns) are allowed to capture bound variables
(atoms), contrarily to the standard higher-order definition, and

4. apart from the usual term-equality predicate, we use a “freshness” predicate
a #t with the intended meaning: bound variable a does not occur free in the
instance of term ¢.

The first requirement does not suppose a difficulty. On the contrary, in the
reduction to higher-order unification we will add capturable variables as argu-
ments of free variables. The fact that original variables do not have arguments
will allow us to reduce nominal unification to higher-order pattern unification.

The second requirement is not a difficulty, either. As all variables are first-
order typed, their instantiation can not introduce §-redexes, and [-reduction is
not really necessary.

The third requirement is the key point that makes nominal unification an in-
teresting subject of research. Variable capture is always a trouble spot. Roughly
speaking, the main idea of this paper is to translate (first-order) nominal vari-
ables to higher-order variables with the list of bound variables that it can “cap-
ture” as arguments. This implies that the arguments of free variables will be
lists of pairwise distinct bound variables, hence higher-order patterns.



The fourth requirement can also be overcome by translating freshness pred-
icates into equality predicates.

We structure the paper as follows: after some preliminaries in Section 2,
in Section 3, we illustrate by examples the main ideas of the reduction at the
same time that we show the main features of nominal unification. In Section 4 we
show how to translate a nominal unification problem into a higher-order patterns
unification problem, and we prove that this translation is effectively a quadratic
time reduction in Section 5. In Section 6 we conclude.

2 Preliminaries

2.1 Nominal Unification

In nominal logic we talk about wvariables and atoms. Only variables may be in-
stantiated, and only atoms may be bounded. They roughly correspond to the
higher-order notions of free and bound variables, respectively, but are considered
as completely different entities. Therefore, contrarily to the higher-order perspec-
tive, the distinction between free and bound variables does not only depend on
the occurrences, i.e. in the existence of a binder above them.

In nominal signatures we have sorts of atoms (typically v) and sorts of data
(typically 0) as disjoint sets. Atoms (typically a,b,...) have one of the sorts of
atoms. Variables, also called unknowns, (typically X,Y,...) have a sort of atom
or sort of data, i.e. of the form v | §. Nominal function symbols (typically f,g,...)
have an arity of the form 7 — 4, where § is a sort of data and 7 is a sort given
by the grammar 7 ::= v |6 | 7 x 7| (¥)7. Abstractions have sorts of the form (v)r.

Nominal terms (typically ¢,u,...) are given by the grammar:

tu=(t1,te) | ftlalat|m - X

where f is a function symbol, a is an atom, 7 is a permutation (finite list of
swappings), and X is a variable. They are called respectively pairs, application,
atom, abstraction and suspension. For simplicity, we do not consider the wunit
value.

A swapping (ab) is a pair of atoms of the same sort. The effect of a swapping
over an atom is defined by (ab) -a = b and (ab) -b = a and (ab) - ¢ = ¢, when
¢ # a,b. For the rest of terms the extension is straightforward, in particular,
(ab)-(c.t) = ((ab)-c).((ab)-t). A permutation is a (possibly empty) sequence of
swappings. Its effect is defined by (a1 b1) ... (an by)t = (a1 by)- ((a2 ba) ... (anby):
t). Notice that every permutation 7 naturally defines a bijective function from
the set of atoms to the sets of atoms, that we will also represent as 7. Suspensions
are uses of variables with a permutation of atoms waiting to be applied once the
variable is instantiated.

A nominal unification problem (typically P) is a set of equations of the form
t~uora#’t. A freshness environment (typically V) is a list of pairs a # X
stating that the instantiation of X cannot capture a.

A solution of a nominal problem is given by a substitution ¢ and a freshness
environment V. Substitutions are like in first-order logic, and allow atom capture,



for instance [X +— ala.X = a.a. Formally, the pair (V,o) solves P if, V F
a# o(t), for equations a # ’t € P, and V I o(t) ~ o(u), for equations t ~ u € P.
The predicates ~ and # are defined in [UPG03,UPG04] by means of a theory.
Their intended meanings are: V = a # ¢ holds if, for every substitution o avoiding
the atom captures forbidden by V, a is not free in o(t); V F t = u holds if, for
every substitution o avoiding the atom captures forbidden by V, t and u are
a-convertible.

2.2 Higher-Order Pattern Unification

In higher-order signatures we have types constructed from a set of basic types

(typically «,...) using the grammar 7 ::= « |7 — 7, where — is associative to
the right).
A-terms are built using the grammar ¢ ::= x| ¢| Azt |t t2, where z is a vari-

able and cis a constant. Other standard concepts of A-calculus, like free variables
(noted F'V), bound and free occurrences of variables, a-conversion, 8-reduction,
n-long G-normal form, substitutions, most general unifiers, etc. are defined as
usual (see [Dow01]). The domain of a substitution o is denoted by Dom(c), and
we say that X occurs in o if X occurs free in o(Y") for some Y € Dom(o).

A higher-order pattern is a simply typed A-term where, when written in
normal form, all free variable occurrences are applied to lists of pairwise distinct
bound variables. Higher-order pattern unification is the problem of deciding if
there exists a unifier for a set of equations ¢ = u between higher-order patterns.
The most general unifiers of a pattern unification problem is unique (up to free
variable renaming). Moreover, it instantiates variables by higher-order patterns.
There is an algorithm that finds these unifiers, if exist, in linear time [Qia96].

3 Four Examples

In order to describe the reduction of nominal unification to higher-order pattern
unification, we will use the unification problems proposed in [UPG03,UPG04] as
a quiz.

FEzample 1. The nominal equation
a.b.(X1,b) = b.a.{a, X1)

has no nominal unifiers. Notice that, although unification is performed modulo
a-equivalence, as far as we allow atom capture, we can not a-convert terms
before instantiating them. Therefore, this problem is not equivalent to

a.b.(X1,b) ~ a.b.(b, X1)
which is solvable, and must be a-converted as
a.b.(X1,b) % a.b.(b, (ab) - X;)

Recall that (ab) - X; means that, after instantiating X; with a term that
possibly contain a or b, we have to exchange these variables.



According to the ideas exposed in the introduction, we have to replace every
occurrence of X; by X7 a’ b, since a, b is the list of atoms (bound variables) that
can be captured. We get?:

X/ M\ (X[ ad' VY)Y =N A (d, X]ad b))
Since this is a higher-order unification problem, we can a-convert one of the
sides of the equation and get:

AN (XL a b Y ) A/ AV (Y, XY d)

which is unsolvable, like the original nominal equation.

Ezample 2. The nominal equation
a.b.(X5,b) % b.a.(a, X3)
is solvable. Its translation is
A/ N (X5a' VY)Y = ' (d, Xa'b)
The most general unifier of this higher-order pattern unification problem is
X5 = Axyy
X5 — A \y.x
Now, taking into account that the first argument corresponds to the bound
variable a’, and the second one to b’, we can reconstruct the most general nominal
unifier as:
X2 — b
X3 = a

Ezxample 3. In some cases, there are interrelationships between the instances of
variables that make reconstruction of unifiers more difficult. This is shown with
the following nominal equation:
a.b.(b, X4) = b.a.(a, X5)
that is solvable. Its translation results on:
Aa' (Y X ad V) = ' (d, XEad'b)

and its most general unifier is:*

Xy ey Xlyx
This higher-order unifier can be used to reconstruct the nominal unifier
X4 — (a b) . X5

The swapping (ab) comes from the fact that the arguments of X, and the
lambda abstractions in front have a different order.

3 In this example we allow the use of the binary constant (, ) in A-calculus for pairs.
Later on we will describe formally the translation algorithm and how pairs are really
translated.

4 The unifier X — Az.\y. X}y is equivalent modulo variable renaming. In this case
we obtain the also equivalent nominal unifier X5 — (a b) - X4.



Ezample 4. The solution of a nominal unification problem is not just a substitu-
tion, but a pair (V, o) where o is a substitution and V is a freshness environment
imposing some restrictions on the atoms that can occur free in the fresh variables
introduced by ¢. The nominal equation

a.b.(b, X¢) % a.a.(a, X7)
has as solution

O':[XGH (ba)X7]
V= {b# X7}

where the freshness environment is not empty and requires instances of X7 to
not contain (free) occurrences of b. Let us see how this is reflected when we
translate the problem into a higher unification problem. The translation of the
equation using the translation algorithm results on:

A’ NV (b, X§a'b') £ Na' Ad {a’, XLa' b)) (1)
After a convenient a-conversion we get

X' A (', X§a' )y £ Na' A (', X5 V)
The most general unifier is again unique:

X — Az y. Xsyb'
Xi— )y Xszy

Nevertheless, in this case we cannot reconstruct the nominal unifier. More-
over, by instantiating the free variable b’, we get other (non-most general) higher-
order unifier without nominal counterpart. The translation does not work in this
case because b’ occurs free in the right hand side of (1). We translate both atoms
and unknowns as variables. Occurrences of unknowns become free occurrences
of variables, and occurrences of atoms, if are bounded, become bound occur-
rences of variables. Therefore, in most cases, after the translation the distinction
atom/unknown become a distinction free/bound variable. However, if atoms are
not bounded, as in this case, they are translated as free variables, hence are
instantiable, whereas atoms are not instantiable.

To avoid this problem, we have to ensure that any occurrence of an atom
is translated as a bound variable occurrence. This is easily achievable if we add
binders in front of both sides of the equation. Therefore, the correct translation
of this problem is:

A/ N Na' NV (b, X§a' b)) £ Na' A Na' \a (a, XLa'b)
where two new binder Aa’.\b’ have been introduced in front of both sides of the
equation. The most general unifier is now:
X§— A y. XLy
Xh—= dr ) y. X§x
This can be used to reconstruct the nominal substitution:
Xer— (ab)- - Xg
X7 = Xg



As far as X§x is translated back as Xg, and X{ x does not uses the second
argument (the one corresponding to b), we have to add a supplementary condi-
tion ensuring that Xg does not contain free occurrences of b. This results on the
freshness environment {b# Xg}. Then, X{ y is translated back as (ab) - Xg.

4 The Translation Algorithm

In this Section we formalize the translation algorithm. We transform nominal
unification problems into higher-order unification problems. Both kinds of prob-
lems are expressed using distinct kinds of signatures. In nominal unification we
have sorts of atoms and sorts of data. In higher-order this distinction is no
longer necessary, and we will have a base type (typically v/ and §") for every sort
of atoms v or sort of data §. We give a sort to types translation function that
allows us to translate any sort into a type.

Definition 1. The translation function is defined on sorts inductively as fol-
lows.

[o] =o'

[v] =+

[ xw]=((n] =[r] —-T)—T

[11 = 7] = [1] = [7]

[(v)7] =" = 7]

where T, 8" and V' are base types.

Remark 1. The translation function for terms depends on all the atoms occur-
ring in the nominal unification problem. We assume that there exists a fized,
finite and ordered list of atoms (ay,...,a,) used in the problem. This seems to
contradict the assumption of a countably infinite set of atoms for every sort.
However, this does not imply a loss of generality as far as every nominal uni-
fication problem only contains a finite set of atoms, and its solutions can be
expressed without adding new atoms (see Lemma 5). From now on, we will
consider this list given and fixed.

For every function symbol f,..., we will use a constant with name f’,....
Nominal atoms a,b... are translated as (bound) variables, with the names
a’,b',.... The lack of distinction between sorts of atoms and data, after the
translation, forces us to ensure that the translation of every atom occurrence
will correspond to a bounded occurrence of variable. For every variable (un-
known) X,Y,..., we will use a (free) variable with name X', Y”,.... Trivially,
atom abstractions a.t are translated as lambda abstractions, and data ft as
applications. The translation of suspensions 7 - X is more complicated, as far as
it gets rid of atom capture.

Definition 2. Let {(ay,...,a,) be an ordered list of atoms occurring in the nom-
inal unification problem. The translation function from nominal terms with a



freshness environments V into \-terms is defined inductively as follows.

[(t1.t2)]v = Ap.p [ta] v [t2]v

[a]v = d

[Ftlv = f'tlv

[a.t]]v = )\a/.[[t]]v

[r- X]v=X"(m-b1) ...(7-by) whereb; # X ¢V, forj=1,....m

where, if a : v is an atom, then o' : [V] is a bound variable, if f : T is a
function symbol, then [’ : [7] is a constant, and if X : 7 is a variable, then
(b1, .., bm) C (a1,...,a,) is the sublist of atoms such that b; #X & V and
X" [n] — ... = [vm] — [7] is a free variable and b; : v;.5

Lemma 1. Let V be a freshness environment.
For every nominal term t of sort T, the A-term [t]v has type [7].
Therefore, [t]v is a well-typed A-term, for every nominal term t.

Proof. The proof is simple by structural induction on ¢. The only point that mer-
its a more detailed explanation is the case of suspensions. Since a; : v;, X : T,
and X' : v, ] — -+ — [vi,,] — [7], we have [X]v = X'[ai,]v - - [ai,,]v : [7]
When X is affected by a swapping (a;; a;,) we also have [(a;; a;,) - X]v =
X/[[ailﬂv cee [[aij—l]]v[[aik]]v[[aij+l]]v s [[aik—l]]v[[aijﬂv[[aik:+1]]v s [[a‘im]]v : [[TH
because the suspension is not a valid nominal term unless a;; and a;, belong to
the same sort. The same applies to arbitrary permutations. O

Ezample 5. Given the nominal term a.b.c.(ca)(ab) - X, after applying the sub-
stitution [X — ({(a,b),c)] we get the instantiation a.b.c.((b,c),a). Let {(a,b,c)
be the (ordered) list of atoms of our problem. The translation of the term and
its instantiation results into Aa’ . Ab" A¢’. X't 'a’ and Aa’ A0 A/ A\p.p(Ap.pb'c)d’,
respectively. There is a A-substitution [X' — Aa’ A0\’ Ap.p(Ap.pa’b’)c’] that
when applied to the translation of the original term results into the translation
of its instantiation. Graphically this can be represented as the commutation of
the following diagram, and is proved in general in Lemma 4.

(X — (a,b),0)]

ab.c.(ca)(ab) - X > a.b.c.{(b,c),a)

[] []
X' = Aa! A A App(Ap.p at)e
NN N X KA A p(Appa¥)e] Ad/ AV N AppOhp.pb')a’

As we have said nominal unification problems contains two kinds of judg-

ments: freshness equations like a # °t, and equality equations like t ~ . Equal-
ity equations are trivially translated as higher-order unification problems, adding
some A-bindings in front of both terms to ensure that all occurrences of atoms
are translated as bounded occurrences of variables. Freshness equations a # ’t
are translated as equations of the form Y A t where Y is a fresh variable that
will not be able to capture free occurrences of a.

® Notice that b; and 7 - b; are of the same sort.



Definition 3. Let {(aq,...,a,) be an ordered list of atoms occurring in the nom-
inal unification problem. The translation function is defined on nominal problems
inductively as follows

[{a; # 7t} U P] = {\d}..... N, Y'ay...dj_yai,,...a, = Xdl..... Aal [t} U [P]
[{t ~ u} UP] ={A\aj..... A, [t]g = Aaj. . ... Aal, Julg} U [P]

where Y' is a fresh variable with the appropriate type.

Remark 2. Alternatively to Definition 3, we could decompose freshness equa-
tions into simple pieces until we get a freshness environment, and use it in the
translation of the equality equations. This would result into the following induc-
tive definition.

[{a# " (t1,t2)} UP] = [{a# t1,a# 2} U P]

[{a# b} UP] = [P] ifa#b
[{a# ft}UP] =[{a# "t} UP]
[{a# bt} UP] = [{a# t} U P] if a b

[{a# a.t} U P] =[P]

Ha#'n - XYUP]=[{r"' a# X}UP]

[VUP] =[P]v if for all {a# “t} € V,t is a variable
[{t ~ u} U Py ={)\aj..... A, [t]v = Naj..... Aa) Ju]v} U [P]v

However, in this case, the type of the free variables X’ would depend on the
freshness equations, and we would have problems to define the translation of a
substitution that would have to instantiate such variables. Therefore, for sim-
plicity we opt for Definition 3.

Lemma 2. Given a nominal unification problem P, its translation [P] is a
higher-order pattern unification problem.
Moreover, the size of [P] is bounded by the square of the size of P.

Finally, we have to translate solutions of nominal unification problems.

Definition 4. Let {(ay,...,a,) be an ordered list of atoms occurring in the nom-
inal unification problem. The translation function is defined on solutions of nom-
inal unification problems inductively as follows.

[v,ol= [X’»—w\a'lu--)\a;l.[[a(X)]]v}

XeDom(o)

Remark 3. Notice that, if P contains freshness equations, then the set of free
variables of [P] is bigger than the set of unknowns in P (we have a new free
variable, called Y, for every freshness equation). However, o and [(V, )] have
equivalent domains. This would imply that, if (V, o) is a solution of P, we will
have to extend [(V, 0)], by instantiating also the variables Y”, to get a unifier of
[P]. If we had translated nominal unification problems as described in Remark 2,
we would obtain a pattern unification problem with equivalent sets of variables.
But, we would lose simplicity in other proofs.

We start by proving the following two technical lemmas.



Lemma 3. For any freshness environment V, nominal terms t, u, and atom a,
we have

1. VEa#t if, and only if, o' & FV([t]v), and
2. VEt=u if, and only if, [t]v =a [u]v-

Proof. The first statement can be proved by routine induction on ¢ and its
translation. Notice that atoms are translated “nominally” into variables and
that the binding structure is also identically translated, hence, the freshness of an
atom a corresponds to the free occurrence of its variable counterpart a’. We here
only comment the case t = 7- X, in this case, [7- X]v = X'(7-a1)" ... (7-an)’,
where a; # X ¢ V, for any ¢ € {1..m}. Therefore, we can establish the following
sequence of equivalences V- a# - X iff rLa# X e Viff rta € {a1,...,am}
iffag{n-ay,...,map}iffd € FV(X'(7r-a1) ... (7-ay)") iff o & FV([7-X]).

The proof of the second statement can be done by induction on the equiva-
lence t &~ u. We only comment the equivalence between suspensions: 7- X ~ 7’- X.
Notice that, 7+ X ~ 7’ - X if, and only if, for all atoms a such that 7-a # 7 - a,
we have a # X € V. This condition is equivalent to: the bound variables (7 - a)’
and (7’-a)" are passed as a parameter to X’ in [r- X]v and [7’- X]v only when
m-a=7"-a. Finally, this condition is equivalent to [7 - X]v = [7'- X]v. O

Lemma 4. For any freshness environment V, nominal terms t, and nominal
substitution o, we have [(V,0)]([t]p) = [o(t)]v.°

Proof. Again this lemma can be proved by structural induction on t. We only
sketch the suspension case. Let t = 7 - X. We have the equalities:

[V, o)]([7- X]p) =1[.... X = X} ... A, . [o(X)]v,.. |(X (7-a1) ... (7-ay,)")
=(Aa}... A, . [o(X)]v)(m-a1) ... (7-ap)
=[lar — 7 ay,...,an — 7 aylo(X)]v
=[r-o(X)]v
= [o(r- X)]v 0

From these two lemmas we can prove the following result and corollary.

Theorem 1. For any freshness environment V, nominal unification problem P,
and nominal substitution o, we have that:

(V,0) solves the nominal unification problem P, if, and only if, there exists
an extension of [(V,0)], for the variables of [P] not occurring in P, that solves
the pattern unification problem [P].

Proof. The pair (V, o) solves P iff
VEa #0o(t) for all a; #°t € P
Vo)~ o(u) forallt <ue P

5 When we write = between A-terms, we mean that they are a3n-equivalent, i.e. that
have the same n-long S-normal form.

10



By Lemma 3 this is equivalent to:
a ¢ FV([o(t)]v) foralla#’teP
[c®)]v =a [o(w)]v forall t ~ue P
By Lemma 4 this is equivalent to:
a, ¢ FV([(V,0)][tle) for all a; # 't € P
[V, ) [tle = [V, 0)][u]g for all t = u € P

Since we avoid variable capture, this is equivalent to:

[Y’ > Ad) .. al_jdy, a;.[[<v,a>]][[t1]@} ()\a’l al,Y'd, . d jal,, ... a;) z
< [(V,0)] ()\a’l e a;.[[t]]@) for all a; #°t € P
V,o)]( Aaj..... Aal te) =TV, a)] (M. . ... Aal Ju forallt ~u e P

1 n 0 1 n 0
Finally, this means that the following extension solves [P].

o = [(V,o)JU{JIY' = Aal.... Aaj_y Aajyy.... Aa), [(V, 0)] [t]o]
v

Corollary 1. If the nominal unification problem P is solvable, then the higher-
order pattern unification problem [P] is solvable.

5 The Reverse Translation

Notice that Theorem 1 is not enough to prove that, if [P] is solvable, then P is
solvable. We still have to prove that if [P] is solvable, then for some solution o’
of [P] we can build a nominal solution (V, ) of P. This is the main objective of
this section. Taking into account that [P] is a higher-order pattern unification
problem, and that these problems are unitary, we will prove something stronger:
if [P] is solvable, then [¢']~! is defined for some most general unifier o’ of [P].

In the following example we note that in the solution of pattern unification
problems it is important to save names of bound variables.

Ezample 6. Consider the nominal problem a.X = a.f (b.Y). Tts translation
is Aa’ A0’ \a’ X" a'b = Xa’ X' \a’.f' (Ab.Y'a’'b'). An a-conversion results in
A/ AN XY L N’ AN f (A.Y' ¢ d') and it shows that the param-
eters of X’ and Y’ are in fact different. A most general solution is [X'
AN f/(AdY' ¢ d')]. Since Y is translated as Y’ o’ I, we have to translate back
Y'dd as (ac)(db) - Y. And, since [X + t] is translated as [X' — Ao’ \V.[t]v],
we have to translate back [X' — A\ .[t]v as [X +— (ac) - t]. Therefore, our
pattern unifier can be translated back as [X +— (ac)- f(d.(ac)(db)-Y)]. However,
the list of atoms is fixed as the list of atoms occurring in the problem, therefore,
we know how to translate a and b as a’ and o’ and vice versa, but we do not
know how to translate back ¢ and d’ (here it is done introducing new atoms).

To avoid the problem discussed in the previous example, we will be cautious
with the a-conversions. Lemma 5 justifies why we can avoid the use of other

11



atoms but the ones occurring in the original nominal problem. Lemma 6 will be
also necessary, and also describes some properties of pattern unifiers.

Lemma 5. For any solvable pattern unification problem, there exists a most
general unifier that does not use other names and types for bound variables than
the ones already used in the problem.

Proof. It can be proved by inspection of the transformations rules in
[Mil91,Nip93], that describe a sound and complete algorithm for pattern unifica-
tion. These transformations introduce fresh variables and new lambda binders.
However, the names of the new bound variables can always be chosen to coincide
with names of already existing bound variables with the same type. a

Lemma 6. For every pattern unification problem P and most general unifier o,
if X occurs free in o, then for every type of an argument of X, there exists a
variable Y in P with an argument of the same type, and there exists a variable
Z in P with the same return type as X.

Proof. Like for the previous lemma, we can analyze the transformations rules in
[Mil91,Nip93]. It can be seen that when we introduce a fresh variable with type
I — ... — T, — To, there exist already another variable with type 7{ — ... —
1), — 74, such that {71,..., 7} C {r{,...,7},} and 79 = 7. The only exception
is in rigid-flexible pairs (imitation rule), where fresh variables not satisfying these
properties are introduced. But it is easy to see that they always disappear from
the solution. O

Even using a solution of the higher-order pattern unification problem with a
restricted use of names of bound variables, we still have some freedom to select
the unifier [o']~!. This is reflected in the way we translate back applications of
free variables, i.e. in the definition of the list of variable indices Lx: for every
free variable X'.

Definition 5. Let (a1,...,a,) be the fized list of atoms. For every free variable
X':7m — ... Tym — T we define the list of indexes of atoms Lx: = (i1,...0m)
such that a;, has sort [r17, 7 for j =1,...,m, and we also define the corre-

sponding freshness environment Vx = {a; # X | i & Lx'}.

Definition 6. Let (a1,...,a,) be the fized list of atoms. The back-translation
function is defined on \-terms in n-long B-normal form as follows:

[Ap.ptrta] ™t = ([t] 7" [t2] ) ifp:m — 12— T
[d]™'=a
[Fe—=fI"
N ]t =a.[t]? if @’ is base typed
) ponet @i aq, where Lx: = (i1, ... 1m)
[[X ajl..'aj”"]] B <aj1 ..'a/jnL> X and {aj17...7a’j7n}g{a'17"'7an}

7 Notice that Lemma 6 ensures that, even for the introduced fresh variables, for every
type 7; there exists at least one atom a;; satisfying a;; : [7;]~". Notice also that for
every X', we freely choose one among many possible lists Lx.
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where a’ is a bound variable with name a, [’ is the constant associated to the
function symbol f, either X' is the free variable associated to X, or if X' is a
fresh variable then X is a fresh unknown, and the permutation is supposed to be
decomposed in terms of transpositions (swappings).

Notice that the back-translation function is not defined for all A-terms, even
for all higher-order patterns. In particular, [Az.t]~! is not defined when x is not
base typed nor returns something of type T, or [x¢]~! is not defined when z is
a bound variable.

Definition 7. The back-translation function is defined on substitutions induc-
tively as follows.

[0 = < U [Xr—» [[o’(X’)a’l...a’n]]fl}, U VZ/>
X’eDom(o’) Z' occurs in o’
X'y —... =], —d

Notice that the back-translation only translates those instantiations affecting
variables with type vj — ... — v/, — ¢’. When ¢’ is a unifier of a problem [P],
then it contains in Dom(c’) variables X’ associated to a nominal variable X,
that satisfies this condition, and variables Y resulting from the translation of
freshness equations, that do not satisfy the condition because they have type

/ / / / / 4
vy = ... =V = Vi — ... v, — 0. These second type of variables have

not back-translation and do not occur in the domain of [o'] 1.
Ezample 7. The nominal unification problem
P={aaX *caX, abX ~ba(ad)-X, a#'X}
is translated as
[P] = { Xa’ X' M Na’ Aa'. X' a' b ¢ = Xa' A\ A M/ Da'. X' a'b ¢,
AN NN N X d V=N N NN NG X Y
A/ AN YV = Xa’ A A X d Y}
The pattern unifier is
o =[X" = X NN 2 Y = NN 2T
Fixed (a, b, c) as the fixed list of atoms, and taking Lz = (2), the nominal
solution is

(V,a> = [[o‘/]]_1 — ({Q#Z,C#Z} , [X — Z])
They satisfy the relation
o =[(V.o)JU Y = AV A Z' V]

Notice that a and b are of the same sort. Therefore, we could take Lz = (1).
Then, we would obtain another “equivalent” nominal unifier:

(Voo) =01 =({b# Z,c# Z} , [X = (ab)- Z])
Lemma 7. For every A-substitution o', if [o'] =1 exists, then [[o'] '] is exten-

sible to o’.
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Proof. Straightforward from the definition of [ ] and [ ]~!. O

Lemma 8. For every nominal unification problem P, if the pattern unification
problem [P] is solvable, then it has a most general unifier o’ such that [o'] =1 is

defined.

Proof. By Lemma 5, there exists a most general unifier that does not use bound
variables with other names and types than the ones already used in the original
problem. This ensures that we can always translate back bound variables a’ as
the atom with the same name a. For the same reason, in all A-expressions A\z.t
the bound variable « will have type 71 — 72 — T (for pairs) or base type v,
which will ensure that its translation back is possible.

By Lemma 6, since all free variables in the original problem [P] have type of
the form vy — ... — v, — 4, all free variables in the unifier will have type of the
form X’ : v;, — ... — v;, — 0. This ensures the existence of Lx = {i1,...,im},
as well as the translation back of suspensions.

Finally, we will never be forced to translate back terms of the form at; ...t,,
where a is a bound variable, because in [P], hence in ¢/, all bound variables are
base typed. a

Theorem 2. For every nominal unification problem P, if the pattern unification
problem [P] is solvable, then P is solvable.

Proof. By Lemma 8, if [P] is solvable then there exist a most general unifier o’ of
such that (V, o) = [o’] 7! is defined. By Lemma 7, we have [(V, )] is extensible
(by instantiating all the variables of [P] not corresponding to any variable in
P) to o', which solves [P]. Hence, by Theorem 1, (V, o) solves P. O

Corollary 2. Nominal Unification is quadratic reducible to Higher-Order Pat-
tern Unification.
Nominal Unification can be decided in quadratic deterministic time.

6 Conclusion

The paper describes a precise quadratic reduction from Nominal Unification to
Higher-order Pattern Unification. This helps to better understand the semantics
of the nominal binding and permutations in comparison with A-binding and
a-conversion. Moreover, using the result of linear time decidability for Higher-
Order Patterns Unification [Qia96], we prove that Nominal Unification can be
decided in quadratic time. It seems not difficult to prove that the translation and
the back-translation function that we present transform most general nominal
unifiers into most general higher-order patter unifiers and vice versa.
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