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Foreword

At our research institute, the IITA-CSIC, it is common that graduates commenc-
ing doctoral studies do so shortly after obtaining their bachelor’s or master’s
degree. However, this has not been the case for the author of this book, who de-
cided to go back to university and to enrol in a PhD program after gaining very
valuable experience as a software engineer. This has shaped the research he is
presenting in this book, which has been driven by concrete practical engineering
problems from the very start.

You will notice that the question Adrian Perreau de Pinninck addresses in
this book is of great importance in today’s applications of ICT. More and more,
communications and interactions are carried out mediated by software platforms.
One just needs to look at the revolution brought forward by peer-to-peer net-
works for sharing media content, or at the success of social networks such as
Facebook. A key issue in the design of such distributed systems is to know how
to set up these networks of peers such as to discourage individuals to behave
selfishly, and instead to encourage cooperative behaviour that ends up being sat-
isfactory and positive for the entire group of peers in the network. One common
way to achieve this is by designing centralized enforcement mechanisms into the
network, but this endows too much power to one single peer or a selected few of
them, with the brittleness and dangers this may yield.

For this reason, Adrian Perreau de Pininck’s guiding principle for his re-
search was to keep enforcement of adequate peer behaviour as decentralized as
possible, thus avoiding to give control to any particular peer, or group of peers,
by devising techniques that would allow peers to enforce the right behaviour on
their fellow peers without any previously established hierarchy of authority. For
this, Adrian Perreau de Pinninck has taken inspiration in an old enforcement
technique originally practiced by the ancient Greeks: ostracism.

In this book you shall not find the description of work motivated by purely
academic research alone. Adrian Perreau de Pinninck, being an engineer at
heart, always had potential practical applications in mind when carrying out
his research. This makes this book suitable to be read by theoreticians and
application developers alike. We hope that you will enjoy reading this book as
much as we have been supervising the research presented in it.

Bellaterra, June 2010

Carles Sierra and Marco Schorlemmer
Artificial Intelligence Research Institute, IITA-CSIC
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Abstract

Software systems are achieving a high level of complexity, thus becoming in-
creasingly hard to manage through a centralised architecture. This is why de-
centralised software architectures are blooming, e.g., multiagent systems, peer-
to-peer networks, or sensor networks. Managing decentralised systems is com-
plicated. Therefore, many decentralised systems maintain certain functions cen-
tralised, such as security. A dictionary definition of security is the degree of
protection against danger, loss, and criminals. We take an alternative defini-
tion: the degree of satisfaction in interactions with others. Achieving security in
a decentralised manner requires a different set of techniques than those used in
centralised approaches. In this thesis we study enforcement techniques to be ap-
plied in a fully decentralised manner. In some cases, decentralised techniques are
just generalisations of centralised techniques. Nonetheless, some decentralised
techniques are unique to the mechanism used for the interaction process.

By modelling the software systems as multiagent networks, where each agent
is connected to those agents it knows, and by defining simple interaction proto-
cols, we have developed new enforcement techniques that can be applied by any
agent in the system. The aim of these peer enforcement techniques is to reduce
the sanctioned agent’s ability to interact, bringing it one step closer to total os-
tracism. We have also developed sophisticated reputation modelling techniques
that are robust against most widespread malicious attacks in order to help en-
forcing agents decide when to apply the enforcement techniques.

These peer enforcement techniques and reputation mechanisms have been
evaluated analytically and experimentally in scenarios ranging from those that
are closed and with a shared description of appropriate behaviour, to those that
are open and with a subjective description of appropriate behaviour. The ana-
lytical results provide information about the limits of these techniques. Whereas
the experimental results verify that applying the enforcement techniques has a
positive effect in the average satisfaction experienced by the agents in the multi-
agent network. Furthermore, the experimental results have evaluated the extent
of that positive effect and the types of scenarios for which they work best.
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Chapter 1

Introduction

If you took the most ardent revolutionary,
vested him in absolute power, within a year
he would be worse than the Czar himself.

Mikhail Bakunin

The field of Distributed Artificial Intelligence (DAI) studies how different
processes can work together in order to solve specific goals. Multiagent Sytems
(MAS) are a subset of DAI systems in which the different processes (a.k.a.
agents) have been developed by different entities. Therefore, each agent may
have its own goals which it wants to satisfy by interacting with other agents in
the MAS.

An agent chooses to interact with other agents because it is not able to
achieve its goals on its own. Nonetheless, interaction with other agents does not
guarantee that it will achieve its goals. The agent must find those agents that can
help it achieve its goals and interact with them. In an interaction each agent has
some expectations as to how the other agents will behave. These expectations
can be exchanged and agreed to before the interaction takes place (e.g., as in
signing a contract), they can be fixed as part of the environment in which the
interaction takes place (i.e., by having the system designer specify the norms
that will govern interactions), or none of the above, thus having agents interact
blindly with one another allowing expected behaviours to be learned through
time. Having agents in an interaction know one anothers expectations does not
guarantee that they will be satisfied with the interaction results. Agents need
mechanisms to enforce the behaviours they expect from others.

Humans have had to deal with these same issues, thus it is an interesting
exercise to see what solutions have been proposed for humans. According to
Taylor [Taylor, 1982], enforcement of expected behaviours has been achieved in
primitive human societies through techniques that can be categorised through
one or more of the following:
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e Persuasion - where an agent modifies the beliefs of other agents through
reasoning, so that they will believe that following the expected behaviour
is preferable (e.g., John persuades Peter to drive on the right hand side of
the road by explaining why doing so avoids collisions).

e Authority - where an agent can modify the beliefs of other agents through
its endorsement of the expected behaviour without giving reasons about
why the behaviour is best (e.g., Peter drives on the right hand side of the
road because John, which is a government official, told him it is best).

e Power - where an agent can execute actions that change the probabilities
of other agents achieving their goals (e.g., Peter drives on the right hand
side of the road to avoid being fined by John, which is a police officer).

e Physical Constraint - where an agent can bring about actions that impede
other agents from continuing to interact (e.g., Peter drives on the right
hand side of the highway because it is impossible for him to drive on the
left hand side, since John, the engineer in charge of building the highway,
placed a barrier dividing the two sides).

Techniques that classify under persuasion involve a high degree of cognitive
capabilities. Those classifying as authoritative either expect agents to have ca-
pabilities through which they can model each others degree of authority, or they
must be hardcoded into their instincts. On the other hand, techniques based on
power and physical constraint involve dependencies amongst agents which can
be used as rewards or sanctions.

When human societies are looked upon for examples of enforcement tech-
niques based on physical constraint, one starts by identifying those physical
characteristics common to humans that can be used to sanction and reward
them. These common characteristics are the fact that humans feel emotions,
such as pain, pleasure, shame, and loneliness. All these emotions can be used
in order to get a human to act in a certain way. For example, the threat of
inflicting pain has been a common enforcement technique in many human soci-
eties. Nonetheless, as of now, most of these emotions are not present in artificial
agents. One could make an exception by stretching the meaning of loneliness by
matching it to a sense of gregariousness. In a way, artificial agents want to be in
“company” of other agents, since they need them in order to achieve their goals.
Nonetheless, the enforcement technique that uses the need to interact with other
agents can also be classified under the power category.

In order to identify power-based enforcement techniques, one has to identify
the resources that the agents need in order to achieve their goals. Using human
societies again as an example, we observe that their basic needs to achieve goals
are: energy, time, physical resources, and information. These can all be trans-
ferred in some way or other from one human to another. A human’s energy and
time can be used to help another human achieve its goal, e.g., Tom can use his
strength and time to build Anne’s new cupboard. Physical resources are limited
and access to them can be granted to other humans, e.g., Britney can lend her
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car to Alan so that he can get to work. Finally, information can be spread to
others, e.g., Cecile can advise Diego on which are the best weather conditions
and routes to reach the Aconcagua summit. The threat of resource access denial
is a power-based enforcement technique.

In order to find techniques that work for artificial software agents, one must
start by identifying the resources they need to achieve goals. Surprisingly, these
are the same as those seen for humans: energy, time, physical resources, and
information. An agent needs energy as a power source in order to run in a com-
puter. It also needs time for its computations, and information as an input for
them. Finally, it also needs physical resources: CPU, memory, and bandwidth.
Out of these physical resources it is only bandwidth that can be transferred.
Unless we are dealing with mobile agents, which we are not in this thesis.

The work in this thesis describes power-based enforcement techniques where
bandwidth is the physical resource used as the incentive to achieve expected
behaviour. By blocking access to the resources needed in order to interact, an
agent can enforce behaviours on others. This thesis shows how blockage from
bandwidth usage through a network of agents impacts the ability to interact of
agents that do not exhibit the expected behaviours. Models for MAS structured
as networks are described where these blocking techniques can be applied, and
the impact of such enforcement techniques are shown analytically and experi-
mentally. Structuring a MAS as a network is a natural phenomenon since the
advent of the internet, which is a network of networks through which humans
communicate. It is becoming a widespread occurrence ever since the appear-
ance of social networks. Although these are virtual networks in a centralised
application scenario.

1.1 Motivation

Many distributed systems have appeared since the internet became a well-known
technology. Through these systems many users around the globe come together
to interact with each other and achieve certain goals. At first these systems
where closed in many ways. Access was limited, and so were the actions available
to users. Under these conditions is was fairly easy to get users to exhibit the
expected behaviour. This was achieved in a centralised manner by the system
designers which enforced the behaviours they wanted.

As the users grew in numbers and the technology evolved to allow more per-
sonalisation, it became harder for the system designers to enforce the behaviours
that would suit all users. In order to satisfy users better, distributed system de-
signers would have to give the users enforcement capabilities of their own and
allow expected behaviour to emerge with time other than engineer it beforehand.

In today’s systems, the only way users can enforce their expected behaviours
is by deciding not to interact with those that they believe will not satisfy their
expectations. Either because they have not done so in the past, or because
they have come to know about previous interactions and realised that they have
incompatible expectations.
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Another technique for enforcement is to get others not to interact with a spe-
cific agent. This is done indirectly in current systems by publishing interaction
feedback so that others with similar expectations choose not to interact with
the given agent. Current online systems have incorporated technologies that
aid in this gossip gathering process in order to assess the probability that an
agent will satisfy specific expectations. These technologies are known as Trust
Managements Frameworks (TMF). Nonetheless, TMFs do not empower agents
with new enforcement methods per se. They just give agents better information
tools so that they can decide when to interact with other agents.

The motivation in this thesis is to find new methods through which the
probability of having a satisfactory interaction is increased. This is achieved
by enforcing the expected behaviours. Particularly, we are interested in those
enforcement techniques that are totally distributed, since centralised techniques
would not be as robust and may suffer bottleneck problems. By distributed
techniques we mean those that can be aplied by all agents in the system while
still allowing agents to have personal expectations and to have their own policies
as to how strictly they want to enforce. Furthermore, these policies must take
into account that other agents will try to avoid the sanctions being applied.
Therefore, it is very important that the techniques provided are robust to these
evasion techniques.

A system in which these distributed enforcement techniques are available
should allow different communities to emerge in an efficient manner. Each of
these communities would be formed by a set of agents whose expectations on
the behaviours of others are compatible. Something like this is already hap-
pening in the Internet, where communities with different interests have formed.
The difference being that, when enforcement techniques are provided through
technology, they are either not efficient or only available to a selected few.

1.2 Contribution

The main idea underlying all our contributions is to structure a multiagent sys-
tem through a social network. In small human communities, such as indigenous
tribes or villages, all members know each other personally and know what to
expect from each other from the outcome of many previous interactions. As
communities grow in size, it is hard for those that conform them to know each
other as is the case of cities or groups of villages scattered through an area. In
such cases the lack of information about others can be overcome through third
parties. By depending on these third parties for the information, they are being
given power which can be used as an enforcement technique.

Let us illustrate this through an example. Albert, which has lived in the
small town of Aberdale all his life working at his uncle Bill’s farm, wants to
move to the neighbouring town of Springfield where he plans to work at another
farm. Albert knows no one at Springfield, and none of the farmers at Springfield
have any knowledge about Albert’s capabilities at farm work. Notwithstanding,
Albert has a recommendation letter from his uncle Bill, which is well known by
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Charlie (a Springfield farmer) from previous deals at different farmer markets.
Since Bill vouches for Albert, Charlie is willing to employ Albert at his farm.
The interaction in this example took place because of Bill’s vouching through
the recommendation letter. Had Albert done something in the past that did not
satisfy Bill, he would have been able to deny Albert a recommendation letter,
thus lowering Albert’s possibilities of working at Springfield.

Our contribution consists of two protocols for interaction bootstrap that force
agents to depend on their contacts in the social network, thus giving agents a
degree of power over their contacts which can be used through different enforce-
ment techniques we have proposed. We also provide a mathematical model for
multiagent systems structured as social networks, and we give some analytical
results showing that a decrease in unsatisfactory interactions can be achieved
under certain conditions. Nonetheless, the model provided allows agents many
degrees of freedom in their behaviour. In the analytical exploration, we narrowed
this freedom through strict assumptions on their behaviour and their expecta-
tions. In order to make up for this, we have also realised experiments in more
complex scenarios.

Through the experiments, we have tested to what extent the proposed en-
forcement techniques can increase the ratio of satisfactory interactions. Fur-
thermore we also tested how well specific approaches fared against different en-
forcement evasion techniques that are known to be used by malicious agents in
current systems.

1.3 Thesis Structure

Chapter 2 surveys the current state of the art. In that chapter the relationship
to other research fields is studied, and so are recent developments in the field
of multiagent systems, specifically those that deal with trust and reputation
management and those that deal with group formation. Furthermore, other
distributed systems where the proposed enforcement techniques can be used are
also reviewed.

Then Chapter 3 defines the experimental methodology that has been fol-
lowed throughout the experiments. The methodology has guided the experi-
ment design, the data gathering, and the subsequent statistical analysis of the
experimental data results from which we have validated the original hypothesis.
A chapter has been dedicated to explaining the methodology since it has been
used for the experiments in Chapters 4 and 5.

Chapters 4 and 5 are the core part of the thesis. These chapters provide the
interaction bootstrap protocols through which agents can enforce the expected
behaviours on others. Chapter 4 describes a protocol for interaction bootstrap
in which an agent searches for an interaction partner which is not known before
the protocol starts. This chapter provides the first set of enforcement techniques
which can be embedded into the interaction bootstrap protocols. The definition
of a satisfactory interaction in this chapter is engineered through norms and
shared by all. Therefore, all agents have the same definition of a satisfactory
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interaction which is objectively verifiable by all. Furthermore, analytical results
are provided which give an upper bound to the number of unsatisfactory (i.e.,
norm violating) interactions when specific conditions are met in the multiagent
network. Finally, the results of experiments are provided which show the out-
comes in less restrictive scenarios.

In Chapter 5 a second interaction bootstrap protocol is provided. In this
case the partner with which the agent wants to interact is known from the be-
ginning of the protocol. This difference allows for a new enforcement technique
which can be added to those provided in Chapter 4. Nonetheless, the defini-
tion of a satisfactory interaction in this chapter is made subjective, i.e., each
agent has its own definition and these definitions are not necessarily known by
other agents. Therefore, the analytical results in Chapter 4 no longer hold and
a new analysis has been realised. Finally, the updated set of enforcement tech-
niques are tested against other enforcement mechanisms through experiments.
These experiments test the reduction of unsatisfactory interactions, and also test
whether the enforcement techniques are robust against adversarial behaviours
by malicious agents.

Finally, Chapter 6 wraps up the thesis by providing the limitations of the
approach, and how they may be tackled. It also provides some examples as to
how the enforcement techniques can be applied to currently functioning systems.



Chapter 2

State of the Art

This chapter provides the reader with insight into how this work relates to other
works. Each section deals with a research area to which this thesis is related,
either because the work in this thesis is part of the research area or because the
works in that research area aim to solve the same problems as the ones in this
thesis. Section 2.1 describes the different distributed application paradigms. In
Section 2.2 the new wave of internet applications that use social network data is
presented. Section 2.3 explains the different uses of norms to regiment a MAS,
which is closely related to the work in Chapter 4. Section 2.4 gives an overview
of the research into enforcement techniques in electronic scenarios. Section 77?7
deals with research into how the system can detect undesired behaviour. Section
2.6 shows research in game theory that looks for ways in which to make expected
behaviour rational. Section 2.7 describes the main approaches to manage trust
and reputation, and Section 2.8 describes the main approaches to managing
electronic currencies. Both currencies and reputation can be used as a virtual
resource to be used in power-based enforcement.

2.1 Distributed Systems

User satisfaction is a complex issue addressed by distributed systems. Dis-
tributed computing has been booming in different ways. The approaches taken
and the metaphores vary depending on the intended use of the system. The
main distributed computing approaches are: Multiagent Systems (MAS), Peer-
to-Peer (P2P) networks, Mobile Ad-hoc Networks (MANET), Grid Computing,
Service Oriented Architectures (SOA), and Sensor Networks.

MAS [Wooldridge, 2002] is a subfield of distributed artificial intelligence in
which autonomous software agents interact with one another in order to achieve
personal and global goals. These agents will interact with other agents with the
expectation that the interaction will get them closer to achieving their personal
goals. Sometimes this might mean that an agent will act in a way that the
interaction is satisfactory to it, while at the same time it is unsatisfactory to the

7
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other party. Depending on the MAS infrastructure interaction among agents in
a MAS may or may not be mediated by other agents. Enforcement mechanisms
can be used to reduce the amount of times this sort of activity happens. The
goal of such mechanisms is to reduce the number of interactions where any of
the parties was not satisfied with the outcome.

Peer-to-Peer (P2P) computer networks are a way to organize a group of com-
puters so that certain resources may be shared. P2P networks have made it into
the mainstream through the different file sharing applications that have been de-
veloped with this technology (e.g., Naptser, BitTorrent, Gnutella). Nonetheless,
there are many other applications developed using this technology, such as voice
communications (e.g., Skype), conversation technologies (e.g., Jabber), anony-
mous content storage (e.g., Freenet, Free Haven, Publius) and anti-censorship
news accessing (e.g., Red Rover). P2P networks are meant to be large scale. This
makes it impossible for any single agent to have all the information regarding the
rest of the network. Therefore, P2P networks provide mechanisms to search for
this information, normally by routing requests through the network. The main
design issues for P2P networks are robustness, and efficiency in finding network
information. Unfortunately it is hard to achieve both. P2P systems deal with
different aspects of robustness. Firstly, it is robustness against turnover, mean-
ing that computers may join and leave whenever they want and this should not
disturb the way the system works. Secondly, they look into robustness against
free riding, where users that use resources do not share theirs in return. When
free riders are too many, not enough resources may be shared to act as an incen-
tive for sharing peers to stay in the network. Finally, since P2P systems tend
to be open to all, some users may act maliciously. Such malicious activity tends
to be non-satisfactory to other users. In all these cases enforcement mechanisms
can be used to increase robustness.

Mobile Ad-hoc Networks (MANET) are a specific type of network devised to
share bandwidth in order for different mobile nodes with wireless connectivity
to communicate with one another. If two nodes are out of reach of one another
through their wireless antenas, then they can use other nodes in reach as re-
lays/routers so that communication channels can be established between them.
The fact that nodes are mobile adds another challenge to the whole routing pro-
cess. Furthermore, since mobile hardware has a limited power source the nodes
in a MANET may be tempted to free ride by not routing other nodes’ commu-
nications. It is important in this context to have an enforcement mechanism
through which free riding is minimized. Otherwise, since most communications
are mediated by other nodes, free-riding may break the connections.

Grid Computing tries to solve a different problem. A Grid is in effect a
cluster of computers. The difference with standard cluster computer technology
is that a Grid is heterogeneous, loosely coupled, and geographycally dispersed.
The structure of a grid should allow different computers accross different parts of
the world to share their computational power to solve certain problems. These
problems or tasks are decomposed and sent to other computers in the grid. When
each subtask is finished the original computer collects the data and finishes the
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needed computations. A computer owner joins a Grid in order to share its idle
CPU cycles. The user also expects to use the idle CPU cycles of other users
when it needs to solve a specially hard problem. Here again free riding can also
be an issue, since a user may use more CPU cycles than it shares, or not share
its cycles at all. Here too, the sharing of resources must be enforced so that all
users may be satisfied.

Service Oriented Architectures are a new paradigm in software development.
The main motivation for this approach is loose coupling of the differnt modules
in the software system. These modules are defined as services and they can be
accessed remotely. The access to a service is done through a series of standard-
ized technologies, so that services can be easily used directly or grouped into
more complex services in a simple way. The services can be developed by differ-
ent people in different organizations. Furthermore, more than one service with
the same purpose may exist and compete with one another for the attention
of users. This is specially true when there exists an economic exchange for the
services rendered. A user in a SOA will want to use the services with the highest
quality it can get. In other words, those that will satisfy it the most. Therefore,
an enforcement method would help improve the average satisfaction of users.

Finally, a Sensor Network is formed by a group of hardware sensors that
have certain computing capabilities. In order to aggregate the data from these
sensors they are equiped with a wireless communication device. Sensor networks
may be spread through large areas and if their signal range is not long enough
to reach the data gathering facility a sort of MANET is used to get the farthest
nodes to send their gathered data to the central repository. The problem here
is actually the opposite than in a MANET. Since all hardware is owned by the
same user, it would be counterproductive to free ride. Nonetheless, the limited
power source is an issue and those nodes with lower battery life should not be
overused. Furthermore, those nodes that are acting defectively should be spotted
so that they can be replaced. In this case enforcement is needed to make sure
all nodes satisfy the needs of the gathering device.

The techniques described in this thesis are meant to be applied to distributed
systems. Although the application to MAS and P2P is straightforward, these
techniques could also be applied to Grid computing systems, and SOA with
some modifications. On the other hand, its applicability to sensor networks and
MANET is more complex, since the type of network links needed for the tech-
niques to work ought to be long lasting, whereas MANETSs and sensor networks
with moving links are designed to have short lived network links.

2.2 Social Networks

Social networking applications have also boomed recently. These are part of the
so called Web 2.0 wave of online sites. They are characterized by allowing users
to share information with those they want to. Into this broad category one can
include blogs, recommender systems, fora, and the like. These applications help
in the community building process. Online communities are formed in order to
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share specific types of content, such as videos, audio files, news, or even personal
information. Some of these networks give users the ability to form relationships
with other users to which they share specific information. This is an effective
way of establishing community links.

In recommender systems, the users are allowed to give feedback on the differ-
ent items available. The application uses this feedback in order to recommend
content to the users. Some applications make recommendations for content that
the user has not yet given feedback on. This is the common approach for movies
and books. Other applications do not make this restriction, and content is rec-
ommended independently of whether the user has rated it in the past or not.
This is more common in music sites or personalized radio stations.

Contact networks are a specific type of social networks in which the main
purpose is to share personal information. The personal information given de-
pends on the purpose of the site: making friends and keeping in touch with them,
finding a partner, or business networking are some examples. Through contact
networks you can find old friends, or business partners with specific expertise.
Normally, these types of networks do not have a specific functionality that helps
in assessing whether the new partner or friend can live up to the expectations.
If they do, it is in the form of statistical averages over previous interactions.

A common problem with all of the social networking applications is spam.
These applications have been often used by advertisers to send out information
that the users do not desire be sent to them. In other cases these contact
networks are used to gather information about users so that it can be used by
advertisers. In the case of recommender systems, some users may try to cheat
the system in order to get specific products recommended more often than they
should given their real merits.

Some of these applications sought ways to lower the amount of spam, and
to filter out invalid feedback when recommending items. These can be seen as
enforcement techniques, since they are used to reduce the amount of undesired
behaviour. Among these techniques the following ones are the most common:
to allow users to block access to their content to other users; a process through
which contacts are managed and classified; the ability to give feedback about
the recommended items or the users with which they have interacted; and mech-
anisms that filter out feedback from users which try to cheat the system.

Most applications for social networking are web applications, and as such they
are centralized. Nonetheless, there are examples of distributed applications that
either use social networks or provide social networking capabilities. Especifically,
it is P2P systems that have started to embrace social networking. There is
research on using social links among peers in a distributed hash table (DHT) in
order to improve the routing efficiency [Marti et al., 2004, Upadrashta, 2005].

Some file sharing applications have gone further into using social networks
in their underlying structure. These P2P networks are also called Friend-to-
Friend (F2F) networks, not to be confused in this context with Face-to-Face
applications. Some examples are: WASTE, TurtleF2F, GNUnet, Freenet, and
Darknets. Peers in a F2F network will only interact with those they have se-
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lected as friends, thus, the probability of being cheated is lower but the scope for
interaction is also limited. In [Loukos and Karatza, 2009], the scope for inter-
action is expanded by using an ad-hoc reputation technique through which new
friends can be acquired. The technique assesses the reputation of the friends of
friends and compares it to a local threshold. If the reputation is greater, the peer
is added to the friends list (see Section 2.7 for more on reputation techniques).

The type of system for which the enforcement techniques have been designed
in this thesis is an expanded F2F. The difference with an F2F being that a user
can interact with any other user even if it is not its direct contact. The only
restriction being that there must be a path in the contact network uniting the
two in which all the intermediate contacts in the path allow the interaction to
happen (i.e., friend of a friend of a friend of a friend ...).

2.3 Norms

In systems with many users that interact with one another, the cost of estab-
lishing what makes an interaction satisfactory to the participating agents can
be very high. Specially if this is done prior to each interaction. This process
is as complex as the interaction and it needs planning of its own, which can be
even more complex. Norms can be established that regulate what actions are to
be executed so that the expectations of the agents may be satisfied while at the
same time reducing the planning process.

Norms have been studied as a means of co-ordinating actions and granting
access to limited resources for a long time in human societies through the study
of law, philosophy and the social sciences [Fon and Parisi, 2005, Taylor, 1982].
Research in norms to co-ordinate artificial systems has been greatly influenced
from those areas of knowledge [Castelfranchi, 2000]. There is a lot of research
about norms, especially in the Multiagent Systems field. This research is divided
into different areas: Norm representation, normative agent architectures, norma-
tive organisation architecture, properties of norms, norm spread and adoption,
and norm enforcement.

There are many approaches to norm representation. Nonetheless they can
be classified into the following four categories: logics, state machines, and rule-
based languages. Logic-based languages where the first to be researched. These
used modal logics to represent the notions of obligation and permission. The
first attempt to formalise these notions was made by the Austrian philoso-
pher Ernst Mally, but the axiomatization was not too satisfactory. It was
Georg Henrik von Wright [von Wright, 1951] that satisfactorily defined the de-
ontic logic. Deontic logic has been modified and extended to solve some of its
paradoxes [Chisholm, 1963, Ryu and Lee, 1995, Tan and van der Torre, 1996,
Meyer, 1988], and it has been used as the basis for some norm representation
languages [Broersen et al., 2004, Sergot, 2001].

State machines define the interaction states that are normative and the ac-
tions through which the interaction state can change. An action is a norm
violation when there is no matching edge leaving the current normative state
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or when the state to which the action takes is not a normative state. State
machine representation is preferred for simple normative systems because the
graphic visualization is easy to understand. Nonetheless, if the norms are
many or very complex, the visual representation becomes too crowded to be
visually intuitive. Networking protocols usually use state machine represen-
tations, as do specific types of normative multiagent systems such as Elec-
tronic Institutions [Esteva et al., 2002]. In the latter case, the visual repre-
sentation has a formalization in Ambient Calculus to allow for a hierarchi-
cal structuring of normative spaces. Other representations of finite state ma-
chines are possible in 7w-calculus [Padget and Bradford, 1999], event calculus
[Marin and Sartor, 1999, Yolum and Singh, 2002], and the lightweight coordi-
nation calculus [Robertson, 2005].

Rule-based languages for representing norms have the advantage of being
simple to learn to use, and they are easily broken up into modules. A normative
rule defines the context and conditions under which it applies, the action
which fires the rule, and the obligations, permissions, and prohibitions which
are created for the rule. Many different rule-based languages have been
defined which have different syntax and properties [Garcia-Camino et al., 2005,
Garcia-Camino et al., 2006,  Garcia-Camino et al., 2007,  Cranefield, 2005,
Craven and Sergot, 2008, Governatori, 2005]

Another aspect of normative research deals with the architecture of norm-
aware agents, and with the architecture of normative organisations as a
whole. The norm-aware agent architectures must have modules that allow
agents to interpret norms, to reason about them, and to take norms into
account in their planning process. Most approaches to normative architec-
tures take a BDI architecture as the starting point [Rao and Georgeff, 1995].
[Castelfranchi et al., 1999] includes norms as meta goals (equivalent to desires).
In [Boella and Lesmo, 2001] the agents are given the ability to choose whether
the norm or obligation should be honoured. Some approaches have gone a bit
further by adding new modal contexts to the original architecture. In B-DOING
[Dignum et al., 2002] contexts that manage obligations, norms, and goals are
added. In BOID [Broersen et al., 2001] they manage to do with just one more
context that handles obligations. Finally, BDI+C [Gaertner et al., 2006] uses
bridge rules to link modal contexts in a multi-context system and adds a con-
text for commitments. Other architectures have dealt with other issues related
with norms, such as conflicts that arise between them and with the agent’s
desires [Kollingbaum and Norman, 2003a, Gaertner et al., 2009].

Norms can be studied as an object in itself. As an object it has properties that
define how it influences the MAS. There is a lot of research for classifying norms
according to their properties. Early research described properties such as useful-
ness [Shoham and Tennenholtz, 1995] (i.e., the norm allows all agents to achieve
their goals), minimality [Fitoussi and Tennenholtz, 2000] (i.e., the constraints
the norm imposes on the allowed actions are the least for any useful norm),
simplicity [Fitoussi and Tennenholtz, 2000] (i.e., a norm which can be easily fol-
lowed by agents with low computational and sensorial capabilities). Other prop-
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erties of norms that have been studied are flexibility [Briggs and Cook, 1995],
non-determinism [Coen, 2000], stability [Tennenholtz, 1998], and enforceability
[Boella and van der Torre, 2005]

When designing a MAS with adaptability in mind, one must design mech-
anisms through which new norms can emerge and through which norms can
cease to exist. Emergence is a complex process [Castelfranchi et al., 2003]
that consists of many parts. The ones that have been most researched are
norm adoption by a single agent, and norm spread through an agent society
[Walker and Wooldridge, 1995].

There are three parts to the adoption of a norm: firstly, the existence
of a norm needs to be recognised; secondly, its applicability needs to be
realised; and finally, the norm needs to be accepted. This norm adoption
process equally applies to sets of norms. Agents need to be able to reason
about joining, staying in and leaving a social group, taking into account
the norms that regulate the group and the agents’ goals. One such agent
model is described in [Lépez y Lépez and Luck, 2004]. When considering norm
adoption, the agent must be able to cope with inconsistencies. The new norm
may oblige for actions that are contrary to the agents goals and beliefs. These
conflicts have been addressed through modules in the agent’s architecture
[Kollingbaum and Norman, 2003b], either through meta-ordering of norms
[Garcifa-Camino et al., 2006, Sartor, 1991, Sartor, 1992], through relaxation
of the axioms of standard deontic logic (SDL) [Cholvy and Cuppens, 1995],
through variable instantiation graphs [Kollingbaum and Norman, 2004,
Vasconcelos et al., 2007, Gaertner et al., 2007], or through the maximisation of
the coherence of norm subsets [Joseph et al., cess].

Adoption is to a single agent, what spread is to the multiagent system. The
two main approaches to researching the spreading of norms in Al are evolutive
or learning. In the evolutive approach agents with low success leave the sys-
tem (i.e., die) and agents with high success are copied (i.e., reproduce) and
some mutation is possible [Axelrod, 1986]. In the learning approach agents
that are less successful copy the strategy of the agents that are more successful
[Savarimuthu et al., 2007]. Both approaches look for the conditions which guar-
antee that the strategies that survive are those that follow the norms. Some
of this research deals with structured MAS. In [Kittock, 1994] the influence of
simple structures such as regular graphs, trees, and hierarchies on the spread of
norms was studied. Later work studied the influence of complex structures pos-
sessing free-scale or small-world properties that can be found in many natural
systems [Delgado, 2002]. Finally, in [Pujol et al., 2005] the relationship between
norm emergence and other graph parameters such as its clustering factor and
diameter is studied.

The norms that regulate the interactions in such systems may be defined by
the system designer, or they can emerge through interaction between the users.
In the first case, it is the system designer that is interested in having these norms
abided with, and she will provide the mechanisms through which the norms will
be enforced. On the other hand, when the norms emerge because they are useful
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to the users, the system ought to have mechanisms through which these norms
may be enforced by the users themselves.

This thesis deals with enforcement techniques. One of the scenarios in which
these techniques are applied is a normative system were the expected behaviour
is predefined and shared by all the participants in the system. The effect of the
enforcement techniques to the mentioned scenario is studied in Chapter 4.

2.4 Enforcement

Norm enforcement in multiagent systems is done under one of two premises: a)
the designer can control the actions agents realise in the system and can stop
non-normative actions before they take place, or b) no one except the agent can
control its actions, and enforcement must be executed after actions have taken
place through the use of sanctions or rewards. Systems such as S-MOISE™
[Hiibner et al., 2006] or Ameli [Esteva et al., 2004] are designed with the first
premise in mind. All interactions between agents are mediated by some trusted
component implemented by the system designer, which verifies that actions are
normative. Other systems use model checking techniques to verify that the agent
code will fulfil all of the system’s norms [Agotnes et al., 2007, Minsky, 1991b).
For those systems where non-normative actions cannot be prevented, actions
from one agent will be responded to with actions from other agents so as to
make normative behaviour better. These actions are called incentives.
According to the previous two premises, enforcement techniques can be clas-
sified into two main categories: control-based and incentive-based enforcement
techniques. The main goal of control-based techniques is to bring about the con-
ditions in which deviant behaviour has no effect on the rest of the society. When
using incentives you allow agents to break the norms, but sanctions or rewards
are given to make deviant behaviour less attractive than conforming behaviour.

2.4.1 Control-based Enforcement (CBE)

As said earlier, CBE, tries to bring about the conditions so that deviation from
the norm has no effect on the rest of the society. Early work on Law Governed
Systems (LGS) by Minsky in [Minsky, 1991c] proposed a system with two modes
of enforcement; by interception and by compilation. In enforcement by compila-
tion the enforcer analyzes the source code of all the new components trying to
join the system. The enforcer studies the component’s code to evaluate whether
the messages that can be sent by it conform to the system’s laws. If they do
not conform, they are not allowed to join. Enforcement by interception requires
having a component at run-time intercepting all the messages sent by the rest
of the components, and dismisses those that do not conform to the laws. All
software components are linked to this centralized law enforcer. In order for two
regular components to interact with each other, their messages have to be sent
to the law enforcing component, which parses them and verifies their confor-
mance to the law. The law enforcer then routes the conforming messages to the
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appropriate component, and dismisses the deviant messages. This way, all the
interactions taking place in the system forcefully abide by its norms.

LGS are easy to implement and deploy, but have some drawbacks. Firstly,
enforcement by compilation can only detect violations that can be caused by
messages sent by agents that do not conform to the specified laws. It cannot
detect if agents violate their obligations by not sending messages when these
are required. This problem is solved in the interception enforcement mode,
which deals with obligations by having the law enforcer remember each agent’s
obligations and what is termed the control state. In case an agent does not
send a message it is obliged to send, the law enforcer will send it for him (this
implies that the protocols that can be specified are rather limited). However, the
interception mode also has its drawbacks, mainly the fact that law enforcement
is centralized. This means that it is not scalable, there is a limit to the amount of
interactions a law enforcer component can verify. Furthermore, if the overhead of
computing the conformance to the laws is large enough, the monitoring capacity
will be small and the law enforcement may become the bottleneck.

In [Minsky, 1991a] Minsky proposes a distributed enforcement technique for
an open system. The new approach consists of decentralizing the enforcement
task to many enforcer components. Each component joining the system is pro-
vided with a law enforcer that is placed between the component and the network,
routing all its messages. Minsky calls these components controllers. Whenever
an agent wants to send a message to another agent, its controller will intercept
the message and verify if it complies with the norms. If the message is norm-
compliant, the controller sends the message across the network to the receiving
agent’s controller, which will also verify that the message is norm-compliant be-
fore delivering it to the receiving agent. Under this framework, each controller
must keep a copy of its controlled agent’s state, in order to verify that the norms
are being followed. Furthermore, the controller agents know what obligations
must be fulfilled by the agents they control. If the controller realizes that an
obligation is not being fulfilled by the controlled agent, it will send the appropri-
ate message itself. Certainly, this can only be done when the controller knows
all the parameters needed to create the message. This fact, reduces the amount
of unfulfilled obligations that the controller can handle.

In [Minsky and Rozenshtein, 1988] Minsky and Rozenshtein implemented
Darwin, a software development environment for law-governed systems based
on the previous enforcement modes. Later, in [Esteva et al., 2001] a more pow-
erful formalization allowed a multi-agent system to enforce more complex proto-
cols; they were termed Electronic Institutions. In a way Electronic Institutions
are an extension to Minsky’s enforcement by interception model. Each agent
joining the institution will have what is called a governor as a proxy to all its
communications, it is the conceptual equivalent to a controller. Furthermore, in
Electronic Institutions, protocols can be specified by linked sub-protocols. Each
agent can move from one subprotocol to the next by joining and leaving scenes,
hence the need for another type of agent that manages the scene’s state, the
scene manager. In Electronic Institutions, though, governors cannot deal with
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unfulfilled obligations, therefore norms must specify what must be done in such
cases. Grizard in [Grizard et al., 2007] adds reputation to the control process by
having controllers calculate the reputation of the agents they control, and send-
ing this information to other controllers and agents as part of the interaction
process.

2.4.2 Incentive-based Enforcement (IBE)

In some cases intercepting all the communications trying to spot norm violations
may imply too much overhead (as in the case of real-time scenarios), or it may
even be impossible (as in peer-to-peer systems). Furthermore, it is complex to
enforce obligations using CBE. For these situations, incentive-based enforcement
can be used. The main problem with IBE is that it cannot ensure that all actions
will be lawful. Its aim is to minimize deviant behaviour. Incentives can be
divided into two types; positive (when the norm is followed), or negative (when
it is violated). Negative incentives are also known as sanctions, and positive
incentives as rewards [Oliver, 1980].

Incentives can be established using different types of goods. In the case of
electronic agents, three types of goods have been used as incentives: utility,
reputation, and access to resources (e.g., CPU, network...). IBE can be self-
enforced or enforced by a third party. In the case of self-enforcement, an agent
A interacting with another agent B will use incentives so that B abides by
the norms. In the case of third party enforcement, a third-party agent X is
added to the interaction, and depending on A and B’s actions, X will apply the
appropriate incentives. Furthermore, [Yarbrough and Yarbrough, 1999] argues
that self-enforcement can only be brought about if there exist some kind of
linkages between agents. Linkages are of three types: Intertemporal, inter-issue,
and inter-actor. In which case lowering deviant behaviour equates to maintaining
the boundaries between those agents that are in the respectable group (insiders)
and the rest (outsiders).

In most literature the enforcement problem is dealt with from a game the-
oretic perspective (see section 2.6) in which the agents interacting play a game
that has different utility outcomes depending on their choice of action. A norm
establishes which outcomes are valid, although an agent can choose whatever
action it likes. Following the game-theoretic approach and using utility as the
only possible incentive, third-party enforcement can be modeled as a three di-
mensional matrix, and self-enforcement will necessarily take place in an iterated
game, since an agent can only wait for the next interaction to apply its incen-
tive. For example, if two agents interact to exchange some goods, and one of
them does not fulfill its part of the deal, the aggravated agent can only sanc-
tion the violating agent in a subsequent interaction, which is called reciprocity
[Axelrod, 1985]. In the case of third-party enforcement (the enforcer being the
bank), the norm-violating agent could have some utility removed by the third-
party enforcer. Of course this is only possible if the third-party enforcer agent is
given access to the utility of the interacting agent, which could be accomplished
as a prerequisite to joining the system.
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When using reputation or access to resources as the incentive, there are ac-
tually two games being played in parallel. First of all there is a utility game
in the game-theoretic sense, as discussed in the previous paragraph. But on
the other hand, there is an incentive game where the reputation and resource
incentives are applied. The utility game influences how the incentive game is
played, but also the incentive game has an effect on whether the agent will
be able to play the utility game. For example, in the case of using reputa-
tion as an incentive, an agent A interacting with a norm violator B may gos-
sip about the interaction’s outcome to other agents, which in turn will lower
B’s reputation. This affects B’s capacity of interacting in the utility game,
because agents try to avoid interactions with agents who have a low repu-
tation [Castelfranchi et al., 1998, Hales, 2002, Younger, 2005, Younger, 2004].
The reputation could be calculated through a distributed mechanism, such as
in [Sabater and Sierra, 2001, Ramchurn et al., 2004], in which case it would be
self-enfocement. A third party enforcement setting, implies a centralized ser-
vice run by an agent that gathers all the gossip, calculates each agent’s repu-
tation, and replies to queries by agents about other agent’s reputation. When
using access to resources as an incentive, an agent may lower the amount of
network access to an agent deviating from the norms, or even forbid it. In
which case, the violating agent may not be able to achieve its utility goals
[Perreau de Pinninck et al., 2008b].

Another technique is sometimes used before the other two are applied: per-
suasion. In this stage the agents communicate with each other in order to deter
deviations from the norm. This can be achieved through one of the following
two methods:

e Argumentation — by which an agent argues with the other agent in order
to convince it not to deviate from the norms.

e Threats or Offers — in which the agent lets the other agent know what
actions will be brought about in the incentive section. In the case of a
threat, one agent lets the other one know what sanction will be applied
in the case that the other agent deviates from the norm. On the other
hand, an offer is when one agent tells the other what reward it will give if
the agent abides by the norm. These two may not be mutually exclusive
[Taylor, 1982].

Most articles dealing with IBE are based on simulations. The scenar-
ios used to simulate normative societies with enforcement capabilities are
the same as those used for simulating the emergence of norms. Stochas-
tic games such as Axelrod’s Iterated Prisoner’s Dilemma (IPD) and resource
gathering scenarios such as Conte and Castelfranchi’s food gathering game
[Conte and Castelfranchi, 1995].

The enforcement techniques described in this thesis fall under the IBE cat-
egory. Interactions are prevented from happening not because it is known that
they will not be satisfactory or they will incur norm violations, but because the
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prevention is a sanction to one of the interested agents for a previous interac-
tion that was not satisfactory or was a norm violation. The mechanism through
which these sanctions are applied is based on getting agents to need others in
order to interact. Therefore, sanctions consist on not co-operating with an agent
that needs the co-operation in order to interact.

2.5 Violation Detection

section:detection

In order to enforce norms, the system or the agents doing this enforcement
must have the ability to detect norm violations. In order for norm violations to
be detectable, the actions of agents must be observable either by other agents
or by the system. In normative multiagent execution frameworks, such as S-
MOISE or Ameli, actions by agents are observed by the system agents because
external agents are assigned a system agent that will route and verify all their
messages. This is the mechanism used for CBE techniques in which a mechanism
is provided so that the content of interaction among agents can be scrutinised by
organisational agents in order to detect when the interaction reaches illegal states
[Aldewereld et al., 2006, Vazquez-Salceda et al., 2004]. When not all actions can
be observed, the system or other agents have to detect violations through the
subset of actions they have observed.

Actions can be observed by one of the following methods. The first method
is by observing the changes in the environment. This mechanism assumes that
the MAS platform provides an environment that can be changed by the agents,
and that agents can know which changes have been done by whom. One way
to achieve this is by overhearing the messages sent by agents, even though the
messages are not sent to the overhearing agent. The second method is by ob-
serving the actions affecting the detecting agent as part of an interaction. The
last method is through gossip, where an agent informs other agents that a norm
has been violated. The problem with gossip is that the source must be trusted
to be saying the truth.

Overhearing is quickly gaining attention as a general method for mon-
itoring open distributed MAS. Overhearing is a technique through which
agents listen on conversations on which they are not taking an active
part in order to provide different kind of services. Among these services,
we find enhanced situational awareness for pilots [Novick and Ward, 1993],
organizational knowledge of roles performed by agents [Legras, 2002,
Rossi and Busetta, 2004, Rossi and Busetta, 2005], recommendation for in-
teresting roles to be played [Cabri et al., 2006], monitoring progress in
task execution, plan recognition [Kaminka et al., 2002], inconsistency detec-
tion and performance analysis for task execution [Rossi and Busetta, 2004,
Rossi and Busetta, 2005], issuing alerts and notifications [Cranefield, 2007,
Rossi and Busetta, 2004, Rossi and Busetta, 2005], and reducing the communi-
cation costs by filtering messages that do not conform to the protocol norms
[Perreau de Pinninck et al., 2008a]. Furthermore, MANETSs that use trust-
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based routing schemes to avoid free-riders have used overhearing of commu-
nications to insure that messages are re-routed. Nonetheless, they do not use
the overhearing techniques mentioned above.

This thesis does not cover the mechanism through which an agent detects
norm violations or how it decides if an interaction is satisfactory. It is assumed
that agents have this capability. The core of the work in the thesis is based on a
system in which it is only the interaction participants that receive the contents
of an interaction. Therefore, overhearing cannot be used as a violation detection
tool. Nonetheless, the data from interaction bootstrap is used in Chapter 5 to
certify that interactions have indeed taken place, thus validating the legitimacy
of complaints.

2.6 Game Theoretic Research

The first research on enforcement via agent simulations [Axelrod, 1985] sought
ways to ensure co-operation in situations where agents had high incentives to
avoid co-operation. A utilitarian approach was taken in that research by mod-
elling interactions amongst agents through an iterated prisoner’s dilemma (IPD).
In that approach interactions could not be avoided and self-enforcement was
achieved through reciprocation. Therefore, an agent that did not co-operate did
not receive reciprocated co-operation in the future. This was termed the shadow
of the future. The problem with limiting the interaction in an IPD, where in-
teractions cannot be avoided, is that an agent is forced to stop co-operating in
order to sanction a noncooperator. This can end up in a spiral of noncoopera-
tion. If the norm is to co-operate, the norm must be broken in order to sanction.
Later research solved this problem by modifying the original game of prisoner’s
dilemma and adding an enforcement stage where agents could decide to sanction
those that did not co-operate [Axelrod, 1986]. The utilitarian point of view to
enforcement showed that when norm-violators are punished violating the norm
was not the utility maximising strategy [Castelfranchi et al., 1998]. Nonetheless,
if applying sanctions has a cost of its own, then agents may not want to sanc-
tion others, which brings about a free-riding problem [Carpenter et al., 2004].
In such cases, adding a norm saying that agents ought to enforce norms does
not solve the problem. It is just shifted up a level since agents may not enforce
the enforcement norm, bringing about an infinite regression.

Mechanism design also studies how to get agents to act in the way that the
designer of the system wants them to. Through mechanism design the rules of
the games are designed so that a specific outcome can be achieved. Incentives are
provided, from a game-theoretic point of view, for utility-maximising agents to
present specific properties when interacting with others. Mechanism design could
be categorized loosely under the CBE class of enforcement techniques. Some of
the properties sought through mechanism design are very interesting from an
enforcement perspective, such as the truthfulness property through which it is
ensured that it is in the best interest of the participating agents in the protocol
to be truthful in their evaluations. Another interesting property that can be
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achieved through mechanism design is the maximization of certain values, such
as social welfare, or budget balance. In order to really understand mechanism
design one has to get technical. The interested reader is referred to the excel-
lent introductions in [Jackson, 2003, Parkes, 2001, Maskin and Sjostrom, 2002],
and the most recent survey on mechanism design for computer scientists in
[Nisan, 2007].

The issue with mechanism design, being a game-theoretic approach at heart,
is that agents are assumed to be able to give a value to each of the outcomes
of the interaction with other agents through the protocol. The main difference
with the approach presented in this thesis is that through mechanism design an
interaction protocol is engineered in a way that it enforces that agents will act
in the way that the engineer desires because of the properties of the protocol.
Whereas in our approach the interacting agents are given enforcement capabili-
ties so that they can decide for themselves which are the proper outcomes of an
interaction and enforce them.

2.7 Reputation Systems

When CBE techniques are not possible, an agent has to be careful when choosing
its interaction partners. In order to choose, agents must model the behaviour
of others so as to know if they would be satisfactory interaction partners. Mod-
elling of this sort has been studied in what is termed trust management systems
(TMS). There is a lot of research into designing TMS that can predict the sat-
isfaction in interactions with other agents. These systems have two types of
inputs: the history of past interactions of the agent making the assessment, and
feedback or gossip about interactions of other agents. Gossiping is a type of
third-party enforcement technique. By spreading knowledge about unsatisfac-
tory interactions, the unsatisfied agent can convince other agents not to interact
with a specific agent.

TMS can be implemented by centralising the algorithms that calculate rep-
utations (e.g., eBay). Centralisation poses two problems: firstly, the system
where the calculations are centralised becomes the bottleneck in large envi-
ronments; and secondly, the centralized system must be trustworthy otherwise
it could take advantage of everyone else. These problems are tackled by the
implementation of a decentralized approach, which has problems of its own.
Decentralized approaches [Aberer and Despotovic, 2001, Damiani et al., 2002,
Kamvar et al., 2003, Sabater and Sierra, 2001, Xiong et al., 2004] must imple-
ment distributed information gathering systems that are efficient and robust,
neither of which is straightforward. The more robust to information loss a dis-
tributed system is made, the less likely it is that it will remain efficient, and
vice-versa.

Where feedback or gossip is involved, the TMS must be able to filter mali-
cious feedback, otherwise agents can use the feedback mechanism to artificially
change their own or other agents’ reputation. Known malicious uses of feed-
back are: badmouthing, ballot stuffing, and colluding. Badmouthing consists
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of an agent giving negative feedback about another agent even though it was
satisfied with the interaction. An agent may be moved to badmouth another
if they are competitors for a specific service. Through badmouthing the agent
may indirectly get more clients, since some client agents will be deterred from
interacting with the badmouthed agent and may end up interacting with the
badmouther. Ballot stuffing consists of giving more feedback than actually ex-
ists, this can be done by making up fake interactions and reporting feedback on
them. Ballot stuffing of this sort can be easily avoided via cryptograpy. Finally,
agents can collude by faking interactions and giving good feedback on those fake
interactions so as to increase their overall reputation.

There are different approaches in the literature that tackle malicious feed-
back in different ways. Eigenvectors are used in [Kamvar et al., 2003] to filter
out badmouthing and ballot stuffing. Nonetheless, the proposed solution re-
lies on a set of pre-trusted peers in order to avoid collusion attacks. Another
approach is to take into account the credibility of the feedback origin by cal-
culating the difference in average ratings between the feedback originator and
the agent assessing the trust [Aberer and Despotovic, 2001, Xiong et al., 2004].
This approach does not need to rely on pre-trusted peers to prevent collusion
attacks.

Some of the trust and reputation management systems in the literature use
a distributed hashtable (DHT) to store the feedback given by other agents
[Kamvar et al., 2003, Aberer and Despotovic, 2001, Xiong et al., 2004]. The
DHT in such cases is formed by the whole set of interacting agents. Each
agent takes care of a subpart of the DHT and manages a subset of the feed-
back stored on it. Therefore, malicious agents may try to subvert such a system
by deleting the feedbacks it manages in order to suit its needs. Each peer in
a DHT should handle a subset of the key-value pairs. The key-value pairs as-
signed to a peer depend on the hash value associated to the peer’s identifier,
thus distributing the keys through the different participants in the DHT. If a
user were to create enough fake peer identities, it could easily control those key-
value pairs that interest it. One way in which this variant of the Sybil attack
[Douceur, 2002] is tackled is by replicating the key-value pairs in different agent-
nodes [Xiong et al., 2004]. When the value for a key is retrieved from the DHT,
it has to be returned by all the agent-nodes that manage the given key. If one
of the agents repeatedly fails to return the correct feedback, it is known to be
trying to subvert the system.

Some applications may require agents to have many different expertise,
since there will be many different types of interaction. Therefore, the TMS
must also take into account the context of the interactions when assess-
ing the trust or reputation on another agent. In [Sabater and Sierra, 2001,
Sierra and Debenham, 2005] special care has been taken in developing a model
through which reputation in different contexts can be managed. The problem
of multiple contexts is that the higher the number of contexts, the smaller the
quantity of feedback for each one. Therefore, multi-context TMS must establish
similarity between contexts, which is a complex topic in itself.
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Agents can also try to subvert the TMS by displaying a dynamic personal-
ity through which they first gain reputation by acting satisfactorily and then
milking the gained reputation by acting unsatisfactorily. Some TMS handle
dynamic personality attacks by either measuring the entropy in the feedback
[Sierra and Debenham, 2005] or by reducing the time window of the feedback
taken into account when the agent’s reputation decreases [Xiong et al., 2004].

Another way to subvert the TMS is via whitewashing. In this case an agent
with low reputation will change its identity in order to shed its former reputa-
tion. This is useful when the reputation of an unknown agent is higher than the
current one. Whitewashing attacks are only viable when users can change their
online identities easily. Some TMS researchers avoid the issue by assuming that
identities cannot be changed. When such an assumption is not reasonable, a po-
tential solution is to add a cost to all newcomers alike. In [Feldman et al., 2004b)
an analytical game theoretical study shows that if the cost associated to getting
a new identity is higher than the utility gained by cheating, such mechanisms
effectively tackle whitewashing attacks. Nonetheless, in that work they show
that such costs degrade the systems efficiency when turnover is high, because
they assume that it is impossible to differentiate a real newcomer from a white-
washer. In [Sun et al., 2005], a mechanism with similar ideas is used to tackle
whitewashing attacks. This is an adaptive mechanism that assesses the trust on
a newcomer based on the rate of newcomers that cheat in a time interval. In
order to restrict the range of the effect of whitewashers on newcomers they add
a grouping mechanism.

Reputation mechanisms are necessary companions to the enforcement mech-
anisms for scenarios with uncertainty. When satisfaction is not a black and
white issue, the use of a reputation mechanism to model the behaviour of others
helps the agent decide whether or not to sanction, and when it is subjective.
Chapter 5 deals with scenarios where uncertainty is the norm, and reputation
mechanisms are big players in those scenarios.

2.8 Currency Systems

Human societies have been using currency as a common way to measure utility.
This currency in turn is used as a means to create incentives, either as sanctions
or rewards. The currency systems used by humans are usually managed by
the States, and thus are somewhat centralized. There are computer applications
that are used for trading services and goods (e.g., eBay, iTunes, or Amazon) and
that use these currencies. Nonetheless, there have been efforts to establish online
currencies for micro-payments. These online currencies are used by electronic
agents to pay for the services of other agents. Agents can offer their services in
exchange for the currency, which they can later on exchange for other services.
Micro-payment systems have been devised mainly to stop free-riding, but they
could also be used as an enforcement mechanism to achieve any desired conduct.

Micro-payment approaches share similar issues with TMS. They can also be
implemented in a centralized fashion, in which it is one agent that handles all the
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transactions and keeps the accounting [Vishnumurthy et al., 2003]. Here again
we have the bottleneck and trust issues with the accounting agent. In this case,
implementing a decentralized currency management system is also tricky. The
idea is that any agent can create currency, which can then be transferred to
other agents as a payment [Garcia and Hoepman, 2005]. Distributed currency
management systems must also take fraud into account, such as double spending
or fake coins. In order to avoid agents from creating fake coins, it must be a
computationally costly task to create a valid coin, but verifying whether a coin
is fake or duplicated should be inexpensive. In [Garcia and Hoepman, 2005] this
is achieved by having a coin represent a hash function match.

The main problem with micro-payment systems is that the services being
paid for are so inexpensive that the overhead from the micro-payment is too
high. Especially when specific techniques have to be used to avoid fraud. Ripple
[Fugger, 2009] is a simple currency scheme based on an underlying social net-
work through which credit is given to trusted contacts, which could be used as
inspiration for simpler currency systems so that the overhead is not too great
for the price of the services being paid for.

Distributed currency systems could also be a companion to the enforcement
mechanisms proposed in this thesis. Although some research has been done to
check how well currency systems would work with the enforcement mechanisms
by the author, it has not been included into this thesis. The use of currency
systems could be used to tackle free-riding, which has been shown to be a problem
in many P2P and MANET systems.

This chapter has described the state of the art in the research areas related
to this thesis. The work in this thesis provides new enforcement techniques for
distributed systems. These enforcement techniques are power-based and use in-
formation from an underlying social network. On one hand, the work in Chapter
4 is closely related to norm research since its scenario is a normative multiagent
system. The research that ultimately led to the work in that chapter was based
on game theory and the iterated prisoner’s dilemma. On the other hand, the
work in Chapter 5 deals with subjective satisfaction measures, thus, reputa-
tion mechanisms are used to model the probability of satisfaction. However,
a currency-based mechanism could have been used for the same purpose. In
both of these chapters, there is no need for complicated violation detection tech-
niques, since there is no relation between different joint actions. Nonetheless, if
such relations existed, violation detection techniques would be essential. Before
going into the main contributions in Chapters 4 and 5, Chapter 3 presents the
methodology that has been used for the experimental results.






Chapter 3

Experimental Methodology

In this chapter we present the methodology that has been used to test differ-
ent hypotheses by means of experiments throughout the thesis. By dedicating
a chapter to the methodology, the chapters where experiments are actually de-
scribed are leaner, which makes them more readable. This chapter is meant as
reference to the reader in case she needs to remember how the experiments in
the core chapters have been executed.

The experiments consist of computer simulations of the models defined in
Chapters 4 and 5. The models have many variables, with many possible values
each. Nonetheless, each experiment deals with different ranges of values of the
variables depending on the nature of the hypothesis to be tested (the types of
variables and a list of all of them is given in Table 3.1). Simulations are executed
with the purpose of extracting data, which comes in the form of measurements
taken throughout the simulation or at the end of it. This data is then analysed
to support or discard the hypothesis.

Since the models have many variables, the best way to test the hypotheses
is through factorial experiments. These experiments are especially well suited
when there are two or more factors (important variables). Each of these factors
having a discrete set of input values, these values can be a selected subset of
all the values available. The idea is to run the simulations with all possible
combinations of these selected values accross all the factors. Factorial experiment
designs can also be called fully-crossed designs, but the former name will be used
throughout the thesis. Factorial experiment designs allow the experimenter to
test the effects of specific factors on the output measurements, as well as the
effects of interactions between factors, while making sure that the other factors
did not have a role in those effects.

We have implemented a simulation environment in Java. This environment
allows the researcher to parameterize the variables of the model. The simulation
tool can also take specific measurements at different intervals. Also, simulation
batches can be executed for factorial experiments. The simulation tool has
some random effects, which are not accounted for in order to reduce the number
of factors, such as the order of interaction, the randomization of some agent
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strategy parameters, or the network graph. In such cases, several simulations
with the same set of input variable values in a factorial design are run in order
to make up for the random effect.

Once the simulations are all run and the data has been gathered, then the sta-
tistical analysis begins. We use an analysis of variance (ANOVA) to test whether
there is an effect from specific input variables to specific output measurements.
An ANOVA works best when the input data has the following characteristics: in-
dependence, normality, and homoscedasticity. Independence means that values
of one variable make neither more nor less probable values of another variable.
Normality means that the measured values for any input variable value combi-
nation have a normal distribution. Finally, a sequence or a vector of random
variables is homoscedastic if all random variables in the sequence or vector have
the same finite variance.

ANOVA tends to be robust with measured data that is not completely normal
or doesn’t have equal variances. Nonetheless, we run a quantile-quantile plot
(QQ plot) through which we test the experimental data for normality. After
passing the QQ plot test, we run a Levene’s test, which verifies homoscedascisity
of the data. Both of these tests are not completely necessary, since ANOVA is
robust to non-normality and non-homoscedascisity to a certain degree. On the
other hand, ANOVA is not robust to dependent variables, and we make sure
there are none through a correct experiment design.

Once we have checked for normality and homoscedascisity satisfactorily, we
run the ANOVA to test the effect of specific input variables or groups of input
variables on the output measurements. The ANOVA analysis returns the signif-
icance of a variable or group or variables as a measurement of the probability
with which they had an effect on the output measurement. The convention is
that, if the significance is over 95%, then an effect exists.

For those experiments where we want to know the specific effect the input
variable had on a specific measurement, we run a Tukey test for the significant
factors. The Tukey test is a single-step multiple comparison procedure to find
which means are significantly different from one another. By comparing the
means for the different input values of the given factor one checks which input
values have significantly smaller or larger output measures.

All the statistical analysis tests (QQ plot, Levene, ANOVA, and Tukey)
have been run using the R statistical package [R-Project, 2009]. This is a free
software replacement for the well-known S statistical package. The language
used for programming is the same for both systems.

3.1 Variables

All the simulations and experiments follow the models presented in Sections
4.2 and 5.1. These models can be parameterised in many ways. All of these
parameters are in fact the input variables (or factors) taken into account for the
statistical analysis. In this section we describe some of the main variables set in
most simulations and how they are used in the simulations.



3.2. MEASUREMENTS 27

’ Name \ Type
Number of Agents 2, 00
Number of Rounds 1, o
Network Topology Small-world, Scale-free,
Tree, Ring, Random
Interaction ordering seed 1, o
Random seed 1, ©

Table 3.1: Simulation Variables

Table 3.1 describes the variables in the simulations for a specific model. In
this case the number of agents is a natural number that must be at least 2.
In order to test different values for this variable we get numbers from a power
distribution: 2%, 2°, 26,27, 2% and so on. The number of rounds is also a natural
number, which defines the total number of time steps for which the simulation
will be executed.

The network topology establishes the general makeup of the contact network.
Different topologies have been used in the simulations, some of these topologies
are significant because they have characteristics which are found in real world
contact networks, such as scale free and small world topologies. Other topologies,
such as trees and random networks have also been used in some experiments.

In each time step each agent is given the chance to start an interaction,
which may end up in a joint action with another agent. The order in which
the agents are given the chance depends on a random variable which is given by
the interaction ordering seed. The random seed is used to generate the pseudo
random values that are used to generate the network graph of the specified
topology, the cheating probability values, and other inputs that require a random
value.

3.2 Measurements

The simulation tool takes measurements at specific time intervals, by default
this interval is set to 10 rounds. Depending on the experiment at hand, differ-
ent measurements will be taken. All measurements are taken together at each
interval. These measurements can be taken for all agents as a whole or just for
those agents of a specific type. In this section we present the different measures
that have been taken.

Table 3.2 describes the different output measurements of the simulations
for an experiment. The number of messages is the measure of how many low
level messages have been sent by all agents. These messages include request
messages, acknowledgement messages, complaint messages, and feedback query
and answering messages. Messages from low level protocols and routing table
maintenance messages are not taken into account.

The number of joint actions is the total number of joint actions that have
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’ Name \ Type ‘
Round

Number of Messages

Number of Joint Actions

Number of Satisfactory Joint Actions
Number of Complaints

Number of Attempted Joint Actions

Z| 2| Z| 2| 2| Z

Table 3.2: Simulation Measurements

taken place. The number of complaints is the total number of complaints filed
by agents. A satisfactory joint action is a joint action for which none of the par-
ticipants have complained. None of the previous three values can be calculated
from the other two because a non satisfactory joint action could involve one or
two complaints. Therefore, the three have to be measured at runtime if they
are needed for the experiment outcome. The number of attempted joint actions
is the total number of interaction protocols started, independently of whether
they ended up in a joint action.

Other derived metrics may be useful for the experimental result analysis,
such as the percentage of successful joint action attempts, or the percentage of
satisfactory joint actions. This can be easily calculated given the previously men-
tioned measurements. For example, the percentage of satisfactory joint actions
is calculated through the following formula,

#SatisfactoryJoint Actions
#Joint Actions

The derived metrics used for the specific experiments will be explained at the
experiment sections of the main chapters.

3.3 Experiment design and results

In the chapters where experiments are presented, a table is given to represent
the experiment design. This table consists of three parts: the first one contains
the input variables of the simulations, the second one lists the measurements
taken throughout the experiments, and the third part describes the integrity
constraints for the input variable values. The first part of the table contains
one row for each tested variable, or factor. When listing the variables that
depend the agent strategies they will be grouped by agent type. The table has
two columns, the first column contains variable names, the second contains the
actual values used in the simulations. As for the second part, there is one row
for each measured value. The first column names the measured variable, and
the second gives the measurement type. Finally the third part of the table
contains one integrity constraint per row. Each row has two columns, one for
the constraint name and one for the constraint definition.
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Input Variables Values

Agents 32, 64, 128, 256
Rounds 10, 20, ..., 200
Topology Small world, Scale Free
Cheater 0.1,0.2,0.3,0.4,0.5

- Cheating probability 0.8, 1.0

- Colluding True, False
Collaborator 0.5,0.6,0.7,0.8,0.9

- Blocking True, False

- Informing True, False
Measurements Type
Messages N
Satisfaction R
Integrity constraints Formula

Full Partitioning Cheater + Collaborator = 1.0

Table 3.3: Example of an experiment description table.

’Inputs \ Outputs \ « \Relationship

Agents Messages 0.98 | Higher number of agents have higher
number of messages

% Cheaters Satisfaction 0.95 | Higher percentage of cheater agents
make for lower satisfaction.

Blocking Satisfaction 0.99 | When blocking is used by collaborators,
(Collaborators) the satisfaction of collaborators is
increased.

Table 3.4: Example of an experiment description table.

Table 3.3 gives an example of an experiment design table. The first part
shows that there will be two types of agents: cheaters and collaborators. The
percentage of the population that is a cheater goes from 10 to 50, and the
percentage of collaborators is dependent on the number of cheaters. Therefore,
it cannot be used as an input variable for the ANOVA. Each agent type has
different strategy settings, which are shown below the agent type name.

The experiment results are also given in a table. Each row in the table
represents a potential cause-effect relationship. The first column in the table
gives the variable, or group of variables, that can have a potential effect. The
second column shows the measured variable over which there might be an effect
(the contents in parenthesis define over which agent types the measurements
hold). The third column gives the significance value. If the value is over 0.95,
then a correlation exists. The last column explains the relationship between the
input and output, if any.

Table 3.4 gives an example of what a results table would look like. There
are three results showing three relations between groups of input variables and
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groups of output measures. All the variables and measures are those present
at Table 3.3. The first row shows that the relation between the number of
agents and the number of messages is highly significant, and that the form of
the relationship is given in the last column.



Chapter 4

Ostracism

In a multiagent system where norms are used to regulate the actions agents
ought to execute, some agents may decide not to abide by the norms if this can
benefit them. Norm enforcement mechanisms are designed to counteract these
benefits and thus the motives for not abiding by the norms. In this chapter
we propose distributed mechanisms through which agents that do not abide by
the norms can be ostracised by their peers. An ostracised agent cannot interact
anymore and looses all benefits from future interactions. We describe a model for
multiagent systems structured as networks of agents, and a behavioural model
for the agents in such systems. Furthermore, we provide analytical results which
show that there exists an upper bound to the number of potential norm violations
when all the agents exhibit certain behaviours. We also provide experimental
results showing that both stricter enforcement behaviours and larger percentage
of agents exhibiting these behaviours reduce the number of norm violations,
and that the network topology influences the number of norm violations. These
experiments have been executed under varying scenarios with different values for
the number of agents, percentage of enforcers, percentage of violators, network
topology, and agent behaviours. Finally, we give examples of applications where
the enforcement techniques we provide could be used.

4.1 Introduction

Multiagent systems (MAS) consist of groups of agents that interact with one
another with the purpose of achieving their individual goals. In order for mul-
tiagent systems to be viable, the agents involved should have a better chance of
achieving their goals by interacting with others in the MAS than by trying to
achieve them on their own. When interacting with other autonomous entities,
which are potentially selfish, planning can be a complex task. For situations
where planning is cumbersome, norms may be established that restrict the set
of valid actions, thus simplifying the planning process. However, an autonomous
agent can choose whether to follow the norms or not.
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AGENTA

Abide Violate

Abide

AGENT B

Violate

Figure 4.1: Global outcomes of interactions

It is mainly in the interest of the designer of norms in multiagent systems that
agents abide by them. In Figure 4.1 we can see a table showing the qualitative
gain achieved by the designer (or by the community as a whole) by interactions
among pairs of agents of the system, which are defined as joint actions. Agents
have two main choices: to abide by the norm or to violate it. The most desired
interactions are those in which both agents abide, this brings about a positive
outcome. On the other hand, interactions where any agent violates the norm are
not desirable, being those interactions where both agents violate the norm the
most undesirable of all (see Figure 4.1). Nonetheless, some individual agents may
get more satisfaction out of executing illegal actions themselves, otherwise there
would be no need for enforcement. The situation where norms are beneficial
when all agents abide, but where agents also have an incentive to break the
norm is the one where the normative behaviour is hardest to achieve.

The purpose of this chapter is to find behavioural properties of the agents that
are better suited to achieve norm compliance at the global level. We examine
those behavioural properties that can serve as distributed norm enforcement
techniques in the MAS we study. We do not aim to study the internals of agents
in order to determine what might motivate them. We treat agents as black
boxes whose internals we do not have access to and we study the outcome in
norm abidance when different agents with different behaviours interact.

Ostracism is the exclusion by general consent from common privilege or social
acceptance.! Ostracism is a peer norm enforcement technique, i.e., a technique
applied among equals to enforce norms. In the approach described in this chapter
there is no co-ordinated action by the community to ostracise, it is a gradual
process by which a violator agent is removed through the actions of its peers.

LOstracism was first practised by the ancient Greeks as a method of temporary banishment
by popular vote without trial or special accusation. The way ostracism was decided in Athens
was by casting a vote in pieces of broken pottery called ostraka. If enough votes were cast,
the person with the highest number of votes was forced into exile for ten years, after which he
was allowed to return without loss of status. If he tried to return before that he would face a
death sentence.
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Furthermore, there is no explicit expiration time for ostracism, it is individual
agents who choose whether to readmit the violator or not. The inspiration
for our approach comes from the network security area, where firewalls are the
most commonly used tool to avoid undesirable interactions. Such firewalls are
managed by technicians which set up the rules under which they operate. These
rules define which communications they allow and which they block.

In our approach a MAS is structured as a network of agents where the links
between agents define a neighbourhood relationship. Agents in this network can
execute joint actions with each other. We take a strong stance on speech act
theory, by which all agent actions are illocutions which can be encapsulated as
messages. In order to execute a joint action an agent a will search for a path
through the network leading to a partner b where all the path’s intermediate
agents have granted a access to the next step in the path. Once the path is
found, agents a and b can execute a joint action. In our approach the set of
all actions agents can execute must be defined, and the normative behaviour
defines which actions are permitted depending on the environment. Having to
search for a path through the network in order to execute a joint action makes
agents depend on other agents. Such dependence allows agents to block access
to the network to those agents which violate the norms by executing actions
which are forbidden. A violator agent is effectively ostracised from the network
when enough agents have blocked it.

The peer norm enforcement techniques introduced in this chapter could be
used in applications where the norms are well known to all the participants
and whose compliance can be objectively tested. For instance, in a file sharing
network where the file size cannot exceed 100MB, or in a news sharing application
where certain linguistic expressions are forbidden. In order to join the file or
news sharing systems, an agent would have to create at least one link to one of
the agents already in the system thereby creating a social network of information
sharing agents. Given that the file sharing or information sharing networks have
a set of norms about the information that can be sent, sending information
which does not fulfil these norms would be forbidden. By using the enforcement
techniques proposed in the current chapter, those agents which violate the norm
repeatedly would eventually be ostracised and could not continue harming the
rest of the agents.

We have designed a totally distributed system that allows norm enforcement.
Therefore, there are only two ways in which an agent can find out whether
another agent is a norm violator: by being the partner in a joint action where
the other agent executed a forbidden action, or by having the contents of a
joint action, where a forbidden action was executed, being disclosed to it. In
the MAS model we propose, we use encryption techniques that guarantee that
the disclosure of the joint action contents can only be verified as truthful by the
agents in the joint action path. This restriction removes any incentive to disclose
non-existing joint actions, or to disclose to agents not in the joint action path.

The process through which an agent is ostracised is shown in Figure 4.2.
At first a norm violator (dark grey node) is believed to be an abiding member
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(a) Unrestricted violator (b) Semi-restricted violator (c) Ostracized violator

Figure 4.2: Ostracising a violator

of the MAS, therefore the other agents will execute joint actions with it (the
light grey nodes can execute joint actions with the violator). At some point
the norm violator will execute a forbidden action and the partner of this joint
action will realise this. Furthermore, the intermediate agents in the path between
them will also know if the partner discloses the joint action contents. If agents
knowing about this forbidden behaviour block the norm violator (black nodes are
blocking the violator), its access to other agents in the network will be restricted
(i.e., white nodes cannot execute joint actions with the violator). When all its
neighbours find out about its forbidden behaviour and block it, the norm violator
is effectively ostracised.

When designing the multiagent system, our main concern was how ef-
fectively norm violators could be stopped, and what behavioural proper-
ties agents had to exhibit in order to speed up the ostracism process.
Initial versions of this work, published in [Perreau de Pinninck et al., 2007,
Perreau de Pinninck et al., 2008b], presented a model that has been improved in
this chapter and from which we have extracted some analytical results. Further-
more, on our initial approaches we did some exploratory analysis that guided us
towards formulating certain properties of the system that would account for a
reduction on the number of norm violations. In this chapter we have generalised
the model used in the above mentioned initial approaches by allowing more in-
teractions than just those that can be modelled through game theory, thus, we
have been able to concentrate on studying how the behavioural properties of
the agents affect the abidance to the norms at the global level without dealing
with the agent motivations. We have proven analytically that when all agents in
the network exhibit certain behavioural properties, there exists an upper bound
to the total number of illegal actions that can be executed. Nonetheless, since
agents are autonomous, we cannot ensure that they will all exhibit such be-
havioural properties. In those cases where there is a subset of agents that apply
the norms, we have shown that the number of norm violations executed against
them also has an upper bound under certain conditions. Notwithstanding, there
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are still cases in which either these condition do not hold or we want to continue
to quantify norm violations to all agents. For these cases, we have run several
experiments to support our claim that when agents exhibit such behavioural
properties, the number of illegal actions that are executed is reduced. Fur-
thermore, one of the analytical proofs supports our intuition that the network
topology has an impact on the ostracism efficiency. The proof shows that the
network size, i.e., the total number of links in the graph, is the upper bound
of illegal actions under certain conditions. We have also run experiments whose
results support this hypothesis.

The remaining of the chapter is structured as follows. Section 4.2 describes
the multiagent system model and Section 4.3 defines the agent behaviour model,
some properties it can exhibit, and shows analytically how they influence norm
enforcement. Section 4.4 presents a detailed description of the scenario employed
in the experiments. Section 4.5 gives an account of the simulations, and anal-
yses the resulting data. Section 4.6 provides some examples of how the model
and techniques could be applied in real world applications. Finally, Section 4.7
presents a discussion on the chapter’s results and future work that follows from
this research.

4.2 The Model

The model described in this section defines a special kind of multiagent system
(MAS) which is structured as a network with fixed links. We will refer to these
special MAS as multiagent networks (MAN). Agents in a MAN may execute
joint actions with others, in these joint actions only a finite set of actions can
be executed by each agent (see Definition 4.2.4). We take a strong stance on
speech act theory, by which all agent actions are illocutions.

Throughout the formalisation below the following types of symbols will be
used: Latin capital letters refer to sets (e.g., A). Lower case Latin letters refer to
elements of sets (e.g., a € A). Lower case Greek letters refer to functions (e.g.,
7). Finally teletype words are used to refer to concrete values (e.g., void), and
bold words for predicates (e.g., violator). Furthermore, in all mathematical
formula the variables are universally quantified unless specified otherwise.

The multiagent networks we define form a graph where the vertices are agents
and the edges are direct communication channels between them. Two agents are
neighbours if there is an edge between them. Furthermore, the model defines the
set of actions that agents can execute, containing a special action (i.e., void)
that means that the agent refuses to interact.

Definition 4.2.1. A multiagent network is a tuple N' = (4, n, C') where:
e A is a finite set of agents.

e n: A — 2% is a neighbourhood function returning an agent’s neighbours
such that it is:

— irreflexive, i.e., Ya € A (a ¢ n(a))
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— undirected, i.e., Va,a’ € A (¢’ € n(a) < a € n(a’))

e ( is a finite set of actions that agents can potentially execute, with a
distinguished element void.

In this model, to be neighbours means to be linked through a direct commu-
nication channel. Nonetheless, if two agents in the network are not neighbours,
they may still interact through a path in the network.

Definition 4.2.2. Given a multiagent network A" = (A4, n,C), a path is a finite
sequence of agents p = (a1, as, ..., a,) where a; € A, such that:

1. its length is greater than one, i.e., n > 1;

2. any pair of consecutive agents are neighbours, i.e., a;y1 € n(a;) for i =
1,...n—1;

3. it contains no cycles, i.e., i # j iff a; #a; fori,j =1,...,n.

Agent a; is referred to as the initiator and a, the partner. The other agents in
the path are referred to as mediators. Let P be the set of all paths in network
N. Let i : P — 24 be the mediator function. Given a path p € P, u(p) is the
set of mediators in a path, i.e., u({a1,az,...,an)) = {a; | 1 <i <n}.

A multiagent network defines how joint actions are executed and how agents
observe them. During the execution of a MAN, two processes may occur: The
joint action execution and the execution disclosure. The joint action execution
process may be driven by the need of agents to act together. The disclosure
process may be driven by the agents willing to make the contents of a joint action
known in order to make norm violators identity known to others. This can either
be motivated by revenge to the norm violator, or by altruism towards others that
may encounter the same norm violating agent in the future. Nonetheless, we do
not aim to study the motivations of agents.

The joint action execution process is made up of the following stages:

1. A path is constructed that links an initiator and a partner.

2. The initiator and partner agents execute a joint action through the con-
structed path.

Agents may be able to execute many joint actions in parallel, but we assume
that all events they perceive can be ordered. The events an agent can perceive
are either the proposal of neighbours as potential partners, the execution of
actions by a partner in a joint action, or the disclosure of the contents of a joint
action.

Definition 4.2.3. Given a multiagent network N' = (A, n, C) a partner proposal
is a tuple (a,a’, A’) such that:

e a € A is the agent seeking for a partner agent that queries for neighbours.
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e a/ € A is the agent that proposes a set of its neighbours as potential
partners.

o A’ C n(a’) is the set of potential partners proposed by ¢’ which must be a
subset of its neighbours

Let F be the set of all partner proposals in N.

Definition 4.2.4. Given a multiagent network A" = (A, 7, C) a joint action is
a tuple (p,c,d, J) such that:

e p={ay,as,..,ay,) is a path in P.
e ¢ € C is the initiator’s action (i.e., a;’s action).
e d € C is the partner’s action (i.e., a,’s action).

e J is the set of previously executed joint actions either by the initiator or
partner, and that have been observed by both (see discussion below Defini-
tion 5.1.3 about the actions observed by the agents from the environment).
Therefore, (p,c,d,J) ¢ J

Let G be the set of all joint actions in N. Consequently, J C G. A joint action
(p,c,d, J) is of mutual consent when ¢ # void and d # void.

Definition 4.2.5. Given a multiagent network N’ = (A, n, C), a disclosure is a
tuple (a, ({a1,as,...,an),c,d,J)) such that:

e a € A is the agent disclosing the joint action.
e ((ay,a9,....,an),c,d,J) € G is the joint action being disclosed.

The disclosing agent must be either the initiator or partner of the joint action,
i.e., @ = ay or a = a,. Let D be the set of all disclosures in N.

A MAN has an associated environment containing the history of all events
(i.e., partner proposals, joint actions, and disclosures). The history is the only
part of the environment that we model.? Agents have different perceptions of
the environment, since they can only observe those events in which they are
involved: being a seeker or a proposer in a partner proposal, being the initiator
or partner of a joint action, or being a mediator of a disclosed joint action.

Definition 4.2.6. Given a multiagent network N' = (A, n, C), an environment
is a tuple e = (F',G’, D') such that:

e [’ C Fis a set of partner proposals.
e ' C G is a set of joint actions.

e D' C D is a set of disclosures.

2An environment, in general, could contain other pieces of information (e.g., sensor read-
ings) that we do not consider.
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Let E be the set of all environments for NV.

A global environment would contain all events that occurred during the sys-
tem execution. Although the global environment might not be stored in any
place it is a useful mathematical construct. On the other hand, there is a local
environment that each agent can observe. These local environments are partial
views of the global environment, thus, the global environment is the union of all
the agents’ local environments. Furthermore, an agent is said to have observed
a joint action if it is part of its local environment.

Definition 4.2.7. Given a multiagent network N' = (A,n,C), a global envi-
ronment e = (F',G’, D'), and an agent a, the local environment of agent a is
ele = (F",G",D"), such that:

o I"={{d,d" AYe F' |la=d Va=d"Vaec A}
o " ={{{ay,az,...,an),¢,d, ]y €EG |a=a1Va=a,}
e D" ={{d,(p,c,d,J)) € D" | a € p(p)}

Let § : E x A — 29 be the observed joint action function, where 0(e,a) is
the set of all joint actions observed by agent a from the global environment
e = (F',G', D", i.e., given e|, = (F",G",D") as defined above, 6(e,a) =
G'"U{ge GV, g) e D"}

At the beginning of a MAN execution, the environment is always empty (i.e.,
eo = (0,0,0)), thus, no agent has observed any joint actions (i.e., 6(eqg,a) = 0).
Whenever a joint action is executed in an environment e € FE, the set J of
previously executed joint actions is the intersection of the joint actions observed
from the environment by the interacting agents up to the moment of execution,
i.e., V{{a1, a2, ....an),c,d, J) € G' (J =0(e,a1) NO(e,ay)).

The multiagent networks described in this chapter are normative. This means
that an agent may be forbidden to execute some actions against another agent
depending on the environment. In a MAN, the system designer defines a nor-
mative behaviour function that describes which actions an agent is permitted
to execute in a joint action with another agent given the set of commonly ob-
served joint actions. These commonly observed joint actions form part of the
joint action so that any mediator can verify the partner agent’s abidance to the
normative behaviour if the joint action is disclosed.

Definition 4.2.8. A normative behaviour is defined as a function v : 2¢ x A x
A — 29, Given the agents a,a’ € A, with the commonly observed joint actions
J C G, v(J,a,d’) is the set of actions that a is permitted to execute in a joint
action with a’. A joint action g = ((a1,as,...,a,),¢,d, J) is a norm violation
when either ¢ ¢ v(J,a1,a,) or d ¢ v(J,an,a1). Our model allows agents to
refuse to interact with norm violating agents. Therefore, it is always permitted
to execute the void action against an agent that has executed a norm violation,
i.e., void € v(J,a,a’) if there exists ((a},ah,...,al),c,d',J') € J such that

cey Ay

either ¢ ¢ v(J',ad},a,)Na' =a) ord ¢ v(J',al,a}) ANa =al hold.
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4.3 Behavioural Model

The previous section has introduced our model of a multiagent network. In
this section we propose a behavioural model for the system, and we define some
behavioural properties.

Executing joint actions and disclosure follow a specific algorithm in the cur-
rent model which consists of three parts:

1. A path is constructed that links an initiator and a partner.

2. The initiator and partner agents execute a joint action through the con-
structed path.

3. Either the initiator or partner agent discloses the previously executed joint
action.

4.3.1 Functional Model

In the presented behavioural model we define functions describing the behaviour
among agents. We assume deterministic agents, thus, we may define functions
that describe the system’s behaviour. We cannot learn these functions from
observations, since the only way to define these functions is to have access to the
internals of all agents in the system. Nonetheless, we may have approximations
of these behaviours that allow us to see whether they satisfy specific properties
(see Section 4.3.5).

Definition 4.3.1. Given a multiagent network N' = (A, n, C), its behaviour is
a tuple («, 7, d), where:

o T: Ax Ax E — FU{Ll} is a potential partners function that models the
agents’ mediation behaviour. Given an initiator agent a € A, a mediator
agent a’ € A, and an environment e € E, w(a,a’,e) is either a partner
proposal from a’ to a or the empty event.

e a: AXxAxE — GU{L} is an action execution function that models
the agents’ action execution behaviour. Given an initiator agent a € A, a
partner agent a’ € A, and an environment e € E, a(a,d’,e) is either the
joint action executed by a and a’ in the environment e or the empty event.

e J: AXAXxE— DU{L} is a disclosure function that models the agents’
disclosure behaviour. Given an initiator agent a € A, a partner agent
a’ € A, and an environment e € E, d(a,a’,e) is either the disclosure
uttered by any of the two participants (see Section 4.3.4) or the empty
event. We assume that agents do not disclose joint actions more than
once, i.e., é(ay,an, (F',G',D")) ¢ D'.

Let B be the set of all system behaviours. The modelling of the system behaviour
with functions is needed to prove the analytical results in Section 4.3.5. As a
notation abuse, we define an agent behaviour as the system behaviour when one
of the agent input variables is fixed to a specific agent.
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4.3.2 Constructing a path

In the first stage of the joint action execution process an initiator selects a path
that leads to a partner with which to interact. Not all paths in the network fulfil
the properties needed in order to be part of a joint action because they depend
on the the network environment and the system behaviour.

Definition 4.3.2. Given a multiagent network N' = (A4, n, C), an environment
e € E, and a behaviour {«,m,d) € B, a path p = {(a1,as,...,a,) is said to be
socially feasible when each agent a;41 in the path is proposed as a potential
partner to the initiator by the previous agent in the path (i.e., a;) ,i.e., V1 <
i <n (n(a1,a;,e) = (a1,a;, A'Y Naj41 € A').

During the path search process, the initiator agent will query agents for
potential partners which are returned through partner proposal illocutions. The
proposed partners must be a subset of the neighbours of the agent being queried.
In order to construct the path, any graph search method may be used (see Section
4.4.2 for examples of search methods).

4.3.3 Executing a joint action

The second stage in the joint action execution process is to create the joint
action. The joint action contains the feasible path that was constructed in the
previous stage, the actions executed by the initiator and partner agents, and
the set of joint actions observed by both of them from the environment. A
joint action is executed because the initiator constructed a socially feasible path
towards the partner. Nonetheless, both agents have the ability of executing the
void action, which makes the joint action not of mutual consent.

By taking a strong stance on speech act theory, all actions are be executed
through message passing. The messages containing the joint action are sent from
one agent to another through the joint action path. In order for the selected
actions to be private to the interacting agents the messages that contain the joint
action are encrypted. This can be done by having a public key infrastructure
(PKI) in which the public key of an agent is its identifier. Nonetheless, the use
of a PKI involves some centralisation. This is why we choose to use a web-of-
trust (WOT) approach implemented via OpenPGP through which we achieve
the same results as using a PKI but without any centralisation. When executing
a joint action, the message containing it would be encrypted using the recipient’s
public key. The encrypted messages would be passed along the joint action path,
but none of the mediators should be able to decipher their content, thus keeping
them private.

4.3.4 Disclosing joint actions

Disclosure is the process through which either the initiator or partner agents
make the contents of a joint action observable to the mediator agents. In the
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previous section we have seen that the mediator agents have access to the en-
crypted message containing the joint action. This message has been encrypted
using the public key of the destination agent, which is known to all. There-
fore, if either the initiator or partner agent decide to disclose the contents of
the executed joint action, they only need to send the decrypted contents to
the mediators. The mediators can easily test whether the disclosed joint ac-
tion contents are truthful by encrypting it using the public key of the recipient
agent and verifying that the encrypted message matches the previous one that
was sent through them. Since the original encrypted joint action is only known
to the path mediators, only they can test its validity. Therefore, disclosure of
joint actions is limited to the path’s mediators. Furthermore, the mediators can
test whether any of the actions was a norm violation by using the normative
behaviour function v.

The environment is updated as joint actions are executed and disclosed. In
our MAN model the initiator and partner agents can disclose joint actions that
have been previously executed by them only once. The environment is updated
to include these illocutions whenever they are uttered.

4.3.5 Behavioural properties

In this section the properties of the proposed behavioural model are shown. They
establish why a set of agents exhibiting certain behavioural properties enforce
the norm by discouraging norm violations.

Definition 4.3.3. Given a multiagent network A" = (A, n, C) with a normative
behaviour function v, and given an environment e € E, an agent a is a norm
violator with respect to an agent a’, noted as violator(a,a’,e), if a executed a
forbidden action in any of the joint actions observed by a’.

violator(a,d’, e) < (a1, a2, ...,an), c,d, J) € (e, a’)
((ar=aNnc¢v(Ja,an))V (an=aAd ¢ v(J] ana1)))

There are potentially many types of agent behaviours. We will discuss the
properties of some of them: avoiding, blocking, protecting, and informing.

Definition 4.3.4. Given a multiagent network AN/ = (A,n,C), and a norma-
tive behaviour function v, an action execution function « is said to be wviolator
avoiding for an agent a € A when a executes the void action against norm
violators, i.e., violator(a',a,e) A ((a(a,d’,e) = (p,void,d,J)) V (a(d,a,e) =
(p',c,void, J'))). Let the predicate avoiding(«,a) hold when the action ex-
ecution function « is violator avoiding for agent a. A behaviour is said to be
violator avoiding for agent a if its action execution function is.

For the following proofs we define the function 7 : 2¢ x A x A — 2¢. Given a
set of joint actions G’ C G and two agents a,a’ € A, 7(G’', a,a’) is the set of the
given joint actions that were executed by the given agents, i.e., 7(G’, a;,a;) =
{({a1,a2,...,an),c,d, J) € G’ | (a1 = a; Nan, = a;) V (a1 = a; ANa, = a;)}. We



42 CHAPTER 4. OSTRACISM

also define the function p : 2¢ — 2%. Given a set of joint actions G’ C G, and
a normative behaviour function v, p(G’) is the subset of the given joint actions
which are norm violations and of mutual consent (see Definition 4.2.4), i.e.,
p(G,) = {<<a17 a2, ..y an>a ¢,d, J> € G/‘(C ¢ V(Jv ai, an) vd ¢ V(J’ an’al)) Ne 7£
void A d # void}.

Lemma 4.3.5. Given a multiagent network (A,n,C), and a normative be-
haviour function v, with an environment e € E, let (o, m,5) € B be the system’s
behaviour. If the action execution function is violator avoiding for agents a;
and aj, then the number of norm violations in mutually consented joint actions
by agents a; and a; is at most 1, i.e., avoiding(«,a;) A avoiding(a,a;) —
|T(p(6(e, ai)),ai, a)] < 1.

Proof. We proceed by reductio ad absurdum. Let us assume that
avoiding(«,a;) A avoiding(a,a;) A [(T(p(6(e,a;)),a,a;)] > 1. Let g =
({(a1,az2,...,an),c,d,J) be the joint action in 7(p(f(e,a;)), a;,a;) executed the
latest. This is known because by construction g contains all other joint actions
in 7(p(0(e, a;)), ai,a;) (see the discussion after Definition 5.1.3).

From the assumption we deduce that 7(p(6(e,a;)),a:,a;) \ {g} cannot be
empty. Since the action execution function is violator avoiding for agents a; and
aj;, and 7(p((e, a;)), a;,a;) \ g € J, thus containing at least one norm violation
by agent a; or a;, then the joint action a(a;,a;,e’), where €’ is the environment
at the moment of execution, should contain at least one void action. Therefore,
g cannot be a joint action of mutual consent, i.e., g ¢ p(0(e, a;)), which is a con-
tradiction. Hence avoiding(c, a;)Aavoiding(c, a;) — |7(p(6(e, a;)), a:, ;)] < 1
as we wanted to prove. O

Theorem 4.3.6. If the behaviour {a,m,8) of a multiagent network N =
(A, n,C), with a normative behaviour function v, contains an action execution
function that is violator avoiding for all agents (i.e., Va; € A (avoiding(«, a;)) ),
then there exists an upper bound to the total number of potential norm violations

i mutually consented joint actions that can be executed. This upper bound is
[AI(JA] = 1)/2.

Proof. The total number of norm violations in a multiagent network is equal to
the sum of the norm violations happening between each pair of agents. There-
fore, one can calculate the total number of norm violations by adding the po-
tential norm violations between each pair of agents.

Zai,aj EAiF#] T(p(6(67 ai))7 ag, aj)
2

Given that all agents in the system have a violator avoiding behaviour, Lemma
4.3.5 applies to all pairs of agents. Therefore,

D anayeniz; T(P(O(e, ai)), ai, a;) _ 14104 - 1)
2 - 2

which proves the theorem. O
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The following result may be proved in much the same way as Lemma 4.3.5
and Theorem 4.3.6:

Corollary 4.3.7. Given a multiagent network (A,n,C) with a normative be-
haviour function v, and a behaviour («, 7, d8) that is violator avoiding for a group
of agents A’ C A (i.e., Va; € A’ (avoiding(«, a;))), then there exists an upper
bound to the total number of potential norm wviolations in mutually consented
joint actions that can be executed by an agent when the other agent in the joint
action is part of A’. This upper bound is |A’'|(|A] —1)/2.

When the avoiding behavioural property is combined with other behavioural
properties, the enforcement capabilities grow by reducing the number of poten-
tial norm violations.

Definition 4.3.8. Given a multiagent network (A,n,C) with a normative be-
haviour function v, a potential partners function 7 is said to be blocking for agent
a € A when the partner proposals it returns contain the empty set if the querier
is a norm violator, i.e., violator(a;,a,e)) A w(a;,a,e) = (a;,a,A") — A" = 0.
Let the predicate blocking(m, a) hold when the function = is blocking for agent
a. A behaviour is said to be blocking for agent « if its potential partners function
is.

It can be easily shown that when the system’s behaviour is avoiding and
blocking for all agents, a smart norm violator would execute forbidden actions
against agents in the network whose neighbours are accessible through some
other path. Therefore, the upper bound to the number of potential norm vi-
olations would remain the same as if all agents had an avoiding behavioural
property alone. Consequently, in order to lower the upper bound we explore
other behavioural properties.

Definition 4.3.9. Given a multiagent network (A,n, C) with a normative be-
haviour function v, a potential partners function 7 is said to be protecting for
agent a € A when the partner proposals it returns never contain norm violators,
i.e., Ya; € n(a)(violator(a;, a,e)) Am(ag,a,e) = (ag,a,A’) — a;j ¢ A’). Let the
predicate protecting(mw, a) hold when the function 7 is protecting for agent a.
A behaviour is said to be protecting for agent a if its potential partners function
is.

It is also straightforward to prove that when the system’s behaviour is avoid-
ing and protecting for all agents, a smart norm violator would execute forbidden
actions against non-neighbouring agents first (e.g., by using a depth first search
algorithm). Therefore, the number of potential norm violations shall remain the
same as if all agents have an avoiding behavioural property alone. Even when
all agents use a behaviour with avoiding, blocking, and protecting properties a
depth first search for joint action partners to violate would maintain the upper
bound. Therefore, other behavioural properties are needed to lower this upper
bound.
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Definition 4.3.10. Given a multiagent network (A, n, C') with a normative be-
haviour function v, a disclosure function § is said to be informing for agent
a € A when it returns disclosures of norm violating joint actions executed
against it, i.e., 0(a,d’, (F',G',D’)) = (a,9) — (¢ = {{(a,a2,...,d"),¢,d,J) Nd ¢
v(J,d',a)) vV (g = ((d,a2,...,a),¢,d, J) N e & v(J,a',a)). Let the predicate
informing(d) hold when the function ¢ is informing. A behaviour is said to
be informing for agent « if its disclosure function is.

Finally, it is obvious that if all agents in the system have a norm violation with
avoiding and informing properties, a smart norm violator would only execute
forbidden actions against agents in a breadth first manner (i.e., first through
paths where it is a violator to all the mediators). In this way, the upper bound
to the number potential norm violations remains the same as for a plain avoiding

property.

Definition 4.3.11. A behaviour is full blocking for a given agent when it
combines avoiding, blocking, protecting, and informing behavioural properties.
Let the predicate fullBlocking({a, 7, d),a) hold when the behaviour {«,,d)
is full blocking for agent a, i.e., fullBlocking({a, 7, d),a) = avoiding(«,a) A
blocking(7, a) A protecting (7, a) A informing(d, a).

For the following proofs we define the function 7 : 2¢ x A x A — 2¢. Given
two agents a;,a; € A and a set of joint actions G’ C G, 7(G’, a;, a;) is the set of
joint actions executed by the first agent through a path where the second agent
appears beside it, i.e., 7(G',a;,a;) = {{{a1, a2, ..., an—1,a,),¢,d,J) € G'|(a1 =
a;Nag = a;j)V(an = a; Nan—1 = a;)}. We also define the function p : 26 x A —
2¢. Given an agent a € A, a set of joint actions G’ C G, and a normative
behaviour function v, p(G’,a) is the subset of the given joint actions in which
the given agent selected the norm violating action in mutually consented joint
actions, i.e., p(G',a) = {{{a1,az2,...,an),c,d, J) € G'|((c ¢ v(J,a1,a,) Nay =
a)V (d ¢ v(J,an,a1) Na, = a)) Ac#void Ad # void}. Note that p(6(e,a’),a)
not being empty implies violator(a, a’, e) but the opposite implication does not
hold, since the violator predicate takes into account all joint actions with norm
violations whereas p only takes into account those joint actions that are of mutual
consent.

Lemma 4.3.12. Let N = (A, n,C) be a multiagent network with a normative
behaviour function v, a behaviour b = {(«, w,0), and an environment e € E, where
a; and ai are two neighbouring agents, i.e., a; € n(ag). If the behaviour is full
blocking for each agent a; € A, i.e., Ya; € A (fullBlocking(b,a;)), then the
number of mutually consented joint actions evecuted by a; in which it evecuted
a norm violation through a path where ayp appears beside it, is at most 1, i.e.,
fullBlocking(b, a;) — |7(p(0(e, a;),a;),a;j,ax)| < 1.

Proof. We proceed by reductio ad absurdum. Let us assume that
Va; € A(fullBlocking(b,a;)) A |(T(p(0(e,a;),a5),a5,a;)] > 1). Let g =
({(a1,a9, ..., an—1,an),c,d, J) be the joint action in 7(p(6(e, a;),a;),a;,a;) exe-
cuted de latest. This is known because by construction g contains all other joint



4.3. BEHAVIOURAL MODEL 45

actions in 7(p(0(e, a;)), a;,a;) (see the discussion after Definition 5.1.3). From
Definition 4.3.2, the paths of all executed joint actions must be feasible given
the environment at the time of execution.

If n = 2 then we follow a similar reasoning as that of Lemma 4.3.5. Given
that 7(p(6(e, a;),a;),a;5,a;) \ {g} is not empty and « is avoiding for agent a;,
a;’s action would have been void and the executed joint action not of mutual
consent, which brings about a contradiction.

Otherwise, when n > 2 there are two options to consider: i) paths of the
form (a;,ai,...,a,) or ii) paths of the form (a1,...,a;,a;). In both cases from
the assumption it follows that 7(p(6(e,a;),a;),a;,a;) \ {g} # 0. Furthermore,
since the disclosure function is informing for all agent in the network, then
all agents in the path of a norm violation have observed the joint action, i.e.,
V((a1,az,....an),c,d, J) € p(0(e,a;),a;),Vk € 1,....,n ({{a1,a2,...,a,),c,d, J) €
O(e,ar)). Therefore, 7(p(0(€’,ax),a;),a;,a;) # 0, where €’ is the environment
right before the execution of g.

Since the observed potential partners function is blocking and protecting for
all agents, the path in the former option would not be feasible because m(a;, a;, €)
would contain an empty partner set, since a; is a violator with respect to a;’s
observed joint actions and 7 is blocking for agent a;. In the latter option the
path would not be feasible because m(a1, a;, ') would not contain a; since it is a
violator with respect to a;’s observed joint actions and 7 is protecting for agent
a;.

All of the possible cases bring about a contradiction. Hence, Va; €
A(fullBlocking(b,a;) — |7(p(6(e,a;),a;),a,ar)] < 1 as we wanted to
prove. O

Theorem 4.3.13. In a multiagent network N = (A,n,C) with a normative
behaviour function v, and a behaviour b = («, 7, 0) which is full blocking for all
agents (i.e., Va; € A (fullBlocking(b,a;))), there exists an upper bound to the
total number of potential norm violations in mutually consented joint actions that
can be executed. This upper bound is twice the number of links of the network,

i€y X aealn(ai)l-

Proof. From Lemma 4.3.12 follows that if all agents have a full blocking be-
haviour, one single agent a is able to violate the norm at most once for each
neighbour it has (i.e., |n(a)|). Therefore, the total norm violations will be less
than the sum of all agent neighbours (i.e., > . 4 [n(a)|) which is twice the num-
ber of links in the network. O

In multiagent networks where the average neighbours per agent is less than
half the population, it pays for agents to exhibit a full blocking behaviour, as
opposed to a simpler avoiding behaviour, since less norm violations are possible.
On the other hand, for densely connected networks an avoiding behaviour is
sufficient. For such networks disclosing and storing all the norm violations is
useless.

Interestingly, Theorem 4.3.13 implies that the structure of the multiagent
network has an impact on norm enforcement. More densely connected networks
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are more prone to norm violations. On a single agent scale, agents with more
neighbours can get away with more norm violations. Furthermore, with more
neighbours comes a higher risk of becoming a victim of norm violations.

Nonetheless, as mentioned earlier in an open system it is highly probable
that not all agents will exhibit the same behavioural properties. The following
corollary generalises the results of full blocking behaviours when just a subset
of agents exhibit them.

Corollary 4.3.14. Given a multiagent network N' = (A,n, C) with a normative
behaviour function v, a behaviour b = {a,m,6), a subset of agents A’ C A that
form a connected component, and a function ¢ : A x 24 — 28 where ¢(a, A') is
the subset of elements in A’ reachable from a through a path of agents not in A’.
If the behaviour is full blocking for all agents in this connected component (i.e.,
Va;, € A (fullBlocking(b,a;))), then there exists an upper bound to the total
number of potential norm violations in mutually consented joint actions that can
be executed by one of the agents in the joint action when the other agent is part

of A’. This upper bound is 3, 4, |(n(a) N A") U (a, A')| + 3 ,¢ar |9(a, A)].

Proof. Tt is easily seen that agents in the enforcing component A’ will only be
able to execute norm violations against the other agents in A’ once through each
neighbour in A’, and if it has neighbours outside A’ it will be able to execute
norm violations against other agents in A’ as many times as agents in A’ it can
reach through a path of agents outside A’. Whereas, those agents outside A’
will only be able to execute a norm violation against agents in A’ as many times
as agents in A’ it can reach through a path of agents outside A’. O

4.4 The Scenario

Section 4.3 showed analytical results for multiagent networks where all agents
exhibit the same type of enforcement behaviour. In a system where agents
are assumed to be autonomous, one cannot expect that all agents will exhibit
the same behaviour. Even though some of the analytical results have been
generalised for subsets of the network that did exhibit the same enforcement
behaviour (see Corollaries 4.3.7 and 4.3.14), we would like to verify how different
types of behaviours would work in plural societies. Another issue with the
analytical model is that it assumes that each executed joint action is atomic,
meaning that no change in the environment can occur through the process of
finding a socially feasible path. This may not be a valid assumption in real
scenarios where the path may be found to be feasible, but stops being so before
the joint action is eventually executed through the path. This may happen when
an agent receives disclosed contents of a joint action that is a norm violation
after the creation of a path leading to it or coming from it, but before the joint
action is executed. For the reasons above, we have run experiments that test
the following hypotheses in a simulated environment without the restrictions of
uniform societies and atomic execution:
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Hypothesis 1. Stricter enforcement behaviours reduce the number of norm vi-
olations.

Hypothesis 2. A larger ratio of agents with enforcing behaviours reduces the
number of norm violations.

Hypothesis 3. The network topology influences the number of norm violations.

The scenario that has been used in the experiments follows the model de-
scribed in the previous sections. The simulated environment consists of a multi-
agent network where agents take turns to start an interaction by first searching
for a feasible path, then executing a joint action through it, and finally going
through a disclosure stage in which they may or may not send the joint action
contents to the path mediators.

4.4.1 Agents

As seen in Section 4.2, the system has a behaviour which is modelled via
three functions. There is a potentially infinite number of possible behaviours.
Nonetheless, we do not aim to cover all the different behaviours, only a reduced
set of coarse grained behaviours to test how the enforcement techniques work
against norm violators.

The agents in our experiments can be classified under one of the three fol-
lowing types: meek, violator, and enforcer. Each type having a behaviour with
different properties. Some of these properties were already defined in Section
4.3.5, such as violator avoiding, blocking, protecting, and informing. The rest
are defined below:

Definition 4.4.1. Given a multi-agent network N' = (A, n, C) with a norma-
tive behaviour function v, and a behaviour (o, 7,d), we define the following
behavioural properties for an agent a € A:

e Disclosing: Will always report all its neighbours as potential partners, i.e.,
W(ai, a, 8) = <ai7a7A/> — A= 77(@)

e Friendly:  Always consents to act jointly, i.e., (a(a,a;,e) =
({a,ag, ...;a;),c,d, J) — ¢ # void) A (a(as, a, €) = {{a;, a2, ...,a),¢,d, J) —
d # void).

o Abiding: Always abides by the norm, ie., (a(a,a;,e) =
({a,ag, ...,a;),c,d, J) — ¢ € v(J,a,a;)) N (afa;,a,e) =
{a;, a2, ...;a),¢c,d, Jy — d € v(J, a,a;)).

e Hiding: Will avoid joint actions with those that disclose norm
violations, i.e., (a(a,a;, (F',G'\D")) = {{a,a2,...,a;),¢,d, J) A
Hai, ((ay,...;a,...,al),d,d,JY) € D' ((a) =a;Nd ¢ v(JT,al,a)))V(al, =
a; N ¢ v(J'al,al)) — ¢ = wvoid) V (a(as,aq,(F',G', D)) =
((aj,a2,...;a),c,d, J) A Faz, (), ....a,....,a,),c,d,J)) € D ((a}
a; Nd ¢ v(J,al,a))V(a, =a; N ¢v(T al,al))) — d=void)

s Yn
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e Discreet: Never discloses the joint action contents to mediators, i.e.,
6(0” Qs 6) = (<a’lag> \ J‘) A 5(aia a, 8) = (<alvg> \ L)

The agent type depends on which of the previous behavioural properties hold.
As mentioned earlier the three main categories of agents we consider are: meeks,
violators, and enforcers. A behaviour («,m,d) is of type meek for a given agent
if it is disclosing, friendly, abiding, and discreet. On the other hand a behaviour
is of type enforcer for a given agent if it is avoiding and abiding. Furthermore,
an enforcer behaviour may also be informing, blocking, or protecting (all of
which are enforcement properties). An enforcement behaviour b, is stricter than
another b, if b, satisfies all the enforcement properties that b, does and more.
Finally, a behaviour is of type wiolator if it is disclosing, friendly, violating, and
discreet. Violator agents in our simulations try to maximise the number of times
they violate the norm. Furthermore, violator agents may also exhibit a hiding
behaviour and will avoid selecting an enforcer agent as partner.

One can envision other more fine-grained behavioural functions for the differ-
ent types of agents, such as enforcers that forgive violators by removing blockages
after a certain number of rounds following the norm violation. The number of
rounds after which forgiveness is granted could be made dependant on the num-
ber of known norm violations, making for an even more fine-grained enforcement
behaviour. One could also think of more sophisticated violator behaviours, such
as violators that block enforcers or violators that do not violate against agents
that have exhibited blocking or protecting behaviours. Finally, all these be-
haviours could be probabilistic (e.g., if implemented to depend on the reputa-
tion of the other agent). Nonetheless, we have chosen not to study of these
variations, as our aim is to show that certain enforcement techniques reduce the
number of norm violations for some applications and set a limit to the amount
of norm violations possible in certain scenarios, rather than to find the optimal
enforcement behaviour for any application.

4.4.2 Variables

In order to execute the simulations we had to give values to the different vari-
ables that define our experimental scenario. Table 4.1 shows the list of variables
considered, the range of values they may take, and the values we have used
for the experiments. Some of these variables are specifically mentioned in the
hypotheses. Hypothesis 2 makes a reference to the ratio of enforcing agents.
The higher the value of this variable, the smaller the number of norm viola-
tions. Hypothesis 1 has an implicit reference to the three variables on the type
of enforcement being used. Simulations where one of these variables is set to
true have fewer norm violations than simulations where they were set to false.
Finally, Hypothesis 3 references the network topology explicitly by expecting
some topologies to allow different numbers of norm violations.

It is quite straightforward to see that the number of rounds and the ratio
of violating agents will also have an impact in the number of norm violations.
Not so obvious is the relation between the type of violator behaviour (both
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’ Name \ Type

Agents 2,00

Rounds 1,00

Topology Small world, Scale Free,
Tree, Ring, Random,...

Violator [0,1]

- Enforcer avoiding 1, T

- Partner Search Random, BFS, DFS,...

Enforcer [0,1]

- Blocking 1, T

- Protecting 1, T

- Informing 1, T

Table 4.1: Simulation variables

by choosing whether or not to avoid enforcers, and in the way they search for
feasible paths), or the agent order which dictates their position in the network
and the order in which they attempt to interact. Furthermore, one can presume
that the total number of agents will not have an impact in the number of norm
violations. Nonetheless, the experiments have not been designed to test any of
these latter hypotheses.

For the variables taking natural numbers as values we have selected four
points from a pseudo-logarithmic scale. For the variables representing ratios we
have selected three points in a linear scale. In our simulations, agents cannot
both enforce and violate the norm. Therefore, the enforcing agent ratio creates a
constraint for the violating agent ratio and vice-versa (e.g., a MAN with 80% of
enforcers can have at most 20% of violators). In order to bypass this constraint,
the selected values are always below 50%. Furthermore, 0% has not been selected
as a value, since societies without enforcers or violators are not relevant to test
our hypotheses. For variables that do not have a numerical range we have
selected those values that we deem interesting: the network topologies that have
been chosen are sufficiently different among each other, and most can be found
in real societies, and partner search strategies that have been chosen are those
that had been considered in Section 4.3.5, and which can maximise the number
of norm violations done by agents (Breadth First Search and Depth First Search)
plus a fully random search (norm abiding agents will always follow a random
search strategy). Finally, the agent order has been chosen at random, although
having a finite set of permutations of agents as possible orders.

The topologies we have selected are defined below. A tree is a connected
undirected graph without cycles. Trees tend to have a large diameter and an
average clustering coefficient® of 0. Trees are abstractions of highly hierarchi-
cal structures. A random graph is one that has been generated through some
random process. Random graphs have a small diameter and a low average clus-

3A graph’s average clustering coefficient is the probability that any two neighbours of a
given agent are also neighbours.
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tering coefficient. A small-world graph is one which has a small diameter but an
average clustering coefficient orders of magnitude higher than those of a random
graph with the same order and size. Finally, a scale-free graph is one where the
number of neighbours follows a power-law distribution. These types of graphs
have small diameter and low average clustering coefficient. They are neither as
structured as trees nor as unstructured as random graphs. Networks presenting
the small-world property or the free-scale property can be found in many social
systems.

4.4.3 Feasible path search algorithm

Algorithm 1 is executed by the initiator agent in order to find a socially feasible
path leading to a partner. First, if the current mediator is different than the
initiator and it is selected as partner, then the algorithm returns the path to-
gether with the visited agent set passed as parameters to the function (line 5).
Otherwise the initiator queries the current mediator for the set of potential part-
ners (line 1) and the function iterates through the set of non-visited potential
partners until either a feasible path is found or the set is exhausted. If the set
is exhausted but no feasible path has been found, then the algorithm returns an
empty path together with an updated set of visited agents (line 17). Otherwise
it returns the path from the recursive call (line 19).

Algorithm 1 defines an abstraction of the search for socially feasible paths.
Nonetheless, agents can implement different search strategies, as explained pre-
viously (random, breadth-first, or depth-first). These strategies are imple-
mented through particular definitions of the functions get_element_from and
select_as_partner. The implementation of these functions for the breadth-
first and depth-first searches is straightforward and will not be discussed. The
random search implements the get_element_from function by returning an agent
in a purely random fashion, and it implements the select_as_partner by re-
turning true with a certain probability. In our experiments this probability has
been set to 0.3, which constructs paths with length following a geometric distri-
bution with mean 10/3. This is enough to guarantee that all agents can interact
with one another.

Many different methods exist to generate the previously mentioned graphs.
We have chosen the following: The generated tree structures are k-ary trees
(k = 9), i.e., a tree with up to k children per node. Random graphs have
been generated following the Erdds-Rényi model [Erdés and Rényi, 1960], in
which the probability that an edge between two vertices exists is 0.1. Fi-
nally, the small world graphs have been generated following the Watts-Strogatz
model [Watts and Strogatz, 1998] starting with a ring lattice of degree 10, and
a rewiring probability of 0.02. Finally, scale-free graphs have been generated
using the Barabasi-Albert model [Barabasi and Albert, 1999] with a size and
order similar to that of the small-world and random graphs®.

4All networks are generated randomly using one of the previous methods, and the agents
are placed randomly in a graph position.
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Algorithm 1: Feasible path search - path(aq,a;, V,p)

Input: a; € A - initiator agent
Input: a; € A - current mediator
Input: V € 24 - visited agents
Input: p € P - feasible path
Output: feasible path

Output: set of visited agents

1 request a; the potential partners for aq;
2 (a1,a;, A") — (a1, a;,e);

3 N— A\V;

4 if a; # a1\ select_as_partner(a;, N) then
5 return (p,V);

6 else

7 while N # 0 A —stop do

8 a; < get_element _from(N);

o NeN\{oh

10 V —VU{ag;};

11 (p',V) « path(ai,a;,V,p- a;);
12 if p’ # () then
13 stop «— T,
14 end
15 end
16 if N =( A —stop then

17 return ((),V);
18 else
19 return (p',V);
20 end

21 end
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The experiment consists of exhaustive simulations with all the possible com-
binations of variable values. The metric we have used to test the hypothesis is
the norm violation rate, i.e., the ratio of forbidden actions executed per violator
agent and round. This metric is a normalisation of the total forbidden actions
so that we can compare simulations with different number of agents and rounds.

4.5 Simulations

This section shows the results of the experiments that have been executed follow-
ing the scenario specified in Section 4.4. For each of the hypotheses presented
we explain the statistical analysis that has been realised on the experimental
data and the results of such analysis.

In order to test the three hypotheses we have executed a factorial experiment.
The experiment consists of running a number of simulations (20 in total) for each
of the parameter combinations in Table 4.2.° Before executing the statistical
significance test we verified that the resulting data had a normal distribution
through a Quantile-Quantile test, which is a precondition for certain statistical
tests.

| Name \ Values
Agents 10, 20, 100, 200
Rounds 10, 20, 100, 200
Topology Small world, Scale Free,

Tree, Random

Violator 0.1,0.3,0.5
- Enforcer avoiding 1, T
- Partner Search Random, BFS, DFS,...
Enforcer 0.1,0.3,0.5
- Blocking 1, T
- Protecting 1, T
- Informing 1, T
Name Type
Joint Actions N
Norm Violations N
Integrity Constraints Formula
Partitioning Violator + Enforcer <= 1.0

Table 4.2: Simulation variables

In order to test if there was a significant relationship between the independent
variables, i.e., the parameters in the simulation, and the dependent variable, i.e.,
percentage of the total potential interactions per violator agent that resulted in a
norm violation (from now on we will refer to this as the norm violation rate), we

5There are 27, 648 total combinations. In total 552,960 simulations were executed.
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ran an analysis of variance (ANOVA) with the experimental data. The results of
the ANOVA test demonstrate that all the independent variables were statistically
significant with a p-value under 0.001. This information alone serves to support
Hypothesis 3, since the topology variable proved to be significant. Data showing
which variable values brought about lower norm violation rates is needed in order
to support the other two hypotheses.

In order to verify which variable values did better for each of the variables
that interested us with respect to the hypotheses, we ran post-hoc comparisons
using Tukey’s test (see the results in Table 4.3). One test indicated that higher
percentages of enforcers implied a smaller mean of norm violation rates, thus
supporting Hypothesis 2. Furthermore, another Tukey test indicated that the
best network topology in reducing the norm violation rate was the random topol-
ogy. Close behind were the small world and scale free topologies, and, lagging
behind, the tree topology was the one to do worst. Finally, Tukey tests on the
enforcement behaviours showed that the three tested behaviours helped to re-
duce the norm violation rate. This information supports Hypothesis 1, since
stricter enforcement behaviours reduced the norm violation rate. Out of the
three behavioural properties, the property that produced the best results was
the protecting property which lowered the norm violation rate by an average of
7.37%. Next came the blocking property which lowered the norm violation rate
by an average of 3.05%, and last was the informing property that barely lowered
the norm violation rate, a meagre 0.26%.

’ Variable \ Values \ Difference \ Lower bound \ Upper bound ‘
Enforcers | 10% - 30% 8.83% 8.71% 8.95%
Enforcers 30% - 50% 8.96% 8.84% 9.08
Enforcers | 10% - 50% 17.79% 17.67% 17.91%
Topology TR - RM 13.37% 13.22% 13.52%
Topology TR - SW 13.01% 12.86% 13.16%
Topology TR - SF 12.73% 12.58% 12.88%
Topology SF - RM 0.64% 0.49% 0.79%
Topology SW - RM 0.36% 0.21% 0.51%
Topology SF - SW 0.28% 0.13% 0.43%
Protecting | false - true 7.37% 7.29% 7.45%
Blocking | false - true 3.05% 2.97% 3.13%
Informing | false - true 0.26% 0.18% 0.34%

Table 4.3: Tukey test results

The Tukey test results on different topologies were a surprise
to us as they countered our intuitions. Experiments on initial
approaches[Perreau de Pinninck et al., 2007, Perreau de Pinninck et al., 2008b)]
had showed that tree networks were more efficient in reducing norm violation
rates than other topologies. This, together with the analytical results obtained
in Theorem 4.3.13, made us think that the tree network would still be the one
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to achieve the best enforcement performance. Nonetheless, the results from the
experiments showed that it is random networks that have the best enforcement
performance and tree networks have the worst. Such results are brought about
by the fact that trees have the highest betweenness centrality. Agents in a high
betweenness centrality position will collect more joint action contents through
disclosure. In our initial approaches, only enforcer agents benefited from their
high betweenness centrality, which made tree networks more efficient for enforce-
ment. In the current scenario, violator agents also collect information to find out
who the enforcers are in order to avoid them. Therefore, they also benefit from
high betweenness centrality positions, which makes trees worse for enforcement.
Furthermore, our simulations restricted the maximum percentage of enforcers
to 50%, making it easy for violators to find non-enforcers with which to execute
norm violating actions.

Another result from the Tukey test that surprised us was the low reduc-
tion brought about by the informing behavioural property. At first glance, we
thought that disclosing contents of norm violations would be a good enforcement
behaviour. Nonetheless, the slight improvement brought about by the inform-
ing behavioural property made us look into this in more detail. Further tests
showed that in simulations were the number of rounds is larger than the number
of agents, the informing behavioural property actually increases the mean norm
violation rate by 0.40% on average. Furthermore, when the number of rounds
is equal to the number of agents there is no significant difference between re-
sults with and without the informing behavioural property. Finally, when the
number of rounds is smaller than the number of agents the norm violation rate
is decreased by 1.15%. Table 4.4 shows the results of the Tukey tests with the
data subsets mentioned before. This is due to the fact that violators, in our sim-
ulations, avoid enforcers and these are detected when they disclose joint action
contents. It is during bootstraping (when the number of rounds is small and
agents had no time to interact with one another) that disclosure allows enforcers
to quickly discover all violators. As the simulation continues, it is the violators
who end up discovering all enforcers through their informing behavioural prop-
erty, and can thus easily avoid them. This tendency could be changed if those
enforcers disclosing the joint action contents could select a subset of the media-
tor agents to which the contents is sent. This way enforcers would avoid being
discovered by violators and the enforcement benefits of disclosure be improved.

’ Data set \ Value pair \ Diff. \ Lower b. \ Upper b. ‘
Rounds > Agents 1-T —0.40% | —0.54% —0.26%
Rounds = Agents 1L-T —0.09% | —0.26% 0.08%
Rounds < Agents 1-7T 1.15% 1.04% 1.26%

Table 4.4: Informing variable Tukey test results for subsets of the simulation
data.
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4.6 Applications

This section presents two applications that could make use of our model and en-
forcement techniques. In order to apply these techniques, the applications need
to have an objective norm function which is shared by all, the norm violating
behaviours should not be too sophisticated, and norm violations should only
affect those agents involved in the joint action.

The first application is a distributed forum for information sharing in which
a group of agents forms a network of contacts through which they exchange
information. In this forum there are norms specifying the valid information
contents that can be shared. These norms must be verifiable objectively by any
agent. Furthermore, agents violating these norms would either do it continuously
in the same way as spammer agents in fora, or it would violate occasionally by
mistake or because the recipient does not care for the specific norm violation.
Both types of violators fit the specification of Section 4.4

The second application is for a network of hardware nodes (such as a sensor
network) which co-operate by executing a specific protocol in order to manipulate
information. The norm in this case would define the protocol to be followed.
Such protocol ought to be objectively verifiable. Furthermore, all nodes are
assumed to work well unless there is a hardware malfunction, in which case they
will start breaking the protocol indefinitely.

In the following subsections we will show how our model and enforcement
techniques are applied to the applications, and the results that can be achieved
from these enforcement techniques.

4.6.1 Information sharing forum

In order to model the distributed information sharing forum application, we must
start by defining the MAN N = (4, n, C) with a normative behaviour function
v. Having A be the set of participating agents in the forum (let us assume it is
100 in total), n be the function that describes the connections among the agents
(let it be a network with 500 links and the average degree is 10), C is the set of
all content that can be shared, and v is the function that specifies which contents
are valid.

A joint action in this application means that one agent sends some infor-
mation through a path of agents in the network to another agent. The action
executed by the receiving agent indicates what it did with the information.
When it executes the void action, it is telling the initiator that the information
transfer has been immediately aborted. It is as if it had never been received.
A norm in this application might specify that the maximum size of exchanged
information is 10MB, and that specific file types such as mp3 or text documents
containing words from a previously established list of insults are not allowed.
This norm predicate is objectively verifiable and is not influenced by the envi-
ronment. Therefore, we will not mention the environment in the rest of this
application. Furthermore, the void action is always permitted.
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Let us assume that there are ten agents that are norm violators. Five of
which are full spammers which will always send content that is not allowed by
the norms. The other five will send invalid content rarely when they think they
can get away with it. The results from Section 4.3.5 tell us that: if all agents in
the application follow an avoidance behavioural property, the maximum number
of norm violating contents that can be sent is 9900; if all agents exhibit a full
blocking behaviour, this number is reduced to 1000. Nonetheless, since there
are only 10 violator agents, when all agents exhibit an avoidance behavioural
property the upper bound is reduced to 990 (see Lemma 4.3.5) and when they
all exhibit a full blocking behaviour it is reduced to 100 (see Lemma 4.3.12).

In case that the norm violators do not exhibit enforcement behaviours, the
premises from the theorems would not hold but those of the corollaries would and
we would apply their conclusions. Assuming that all norm abiding agents apply
an avoidance behavioural property, then the maximum number of norm violating
contents shared with norm abiding agents would be 900, and approximately 90
in case they all exhibited full blocking behaviours. This has been calculated
assuming that all agents (including norm violators) have ten neighbours and
probabilistically 9 of these neighbours will be norm abiding agents, and that all
norm abiding agents form a connected component in the network.

When the agent’s behaviours are not organised in any of the previous ways,
the results from the simulations can still tell us how the system would behave.
The application designer would then be interested in providing a free and acces-
sible implementation of the information sharing agent that would embed a full
blocking behaviour and leave other implementations to the users, thus, creating
a cost for the implementation of other behaviours. Furthermore, when possible,
the designer would be interested in organising the network randomly, since it
was the random network that got the best enforcement performance.

4.6.2 Self-repair system

The self repairing network application is defined through the model as N =
(A,n, C), where A is the set of all nodes (let us assume a total of 100), n describes
the connections among nodes, C defines the set of interaction data that can
be sent, and a normative behaviour function v that specifies the protocol for
interaction.

In this application a joint action means that the initiator agent sends some
data to the partner agents as part of a broader protocol. The protocol defined by
the function v is a simple query answer protocol where the void action can only
be executed by the partner agent as long as there has been a protocol violation
in the past. When the partner agent executes the void action it is letting the
initiator know that it is not listening to its message. In this application the
environment consists of the previous joint actions executed by the agents in the
joint action.

In this application the system designer has complete control over the agents’
behaviours and the network topology. The only reason for a violator to exist
is due to hardware malfunction. Therefore, once an agent violates a norm,
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chances are that it will continue to misbehave until its hardware is repaired.
Furthermore, the malfunctioning node has no capabilities to evade enforcement
through sophisticated norm violation behaviours.

From the description of the application we deduce that it is in the best inter-
est of the application designer to make all nodes have a full-blocking behaviour.
Since agents that have failed will not have a hiding behavioural property to
evade enforcement, a tree network might seem the most appropriate topology.
Nonetheless, since a node that has failed will probably stop reporting its neigh-
bours correctly (which is the same as if the agent would block everyone in the
network), then a tree network is dangerous as it would easily compromise a
whole sub-tree. Therefore, the best topology would be a random network with
an average degree ensuring that the network forms a connected component.

When the self repairing application is designed as explained above, the upper
bound in the number of failed protocols would be the number of links in the
network. This number is equal to the number of agents times the tolerance
to errors per agent. When the probability that edges exist in a random graph
is 2In  where n is the number of vertices, the probability that the network
is connected tends to 1 [Erdos and Rényi, 1960]. Therefore, to ensure that a
random network is connected, the number of links would be Inn(n — 1). Since
our application comprises 100 agents, then the number of links would be at least
456. In order to make sure that errors in hardware do not split the network, the
system designer should allow for more links (e.g., 500). Finally, in the previous
setup the maximum number of protocol failures (i.e., norm violations) allowed
would be 500, or an average of 5 per agent.

4.7 Discussion

We have provided a model for a multiagent system structured as a network where
agents interact under a defined normative behaviour. Under this model, a set
of enforcement techniques have been proposed to reduce the number of norm
violations, namely: avoidance, blocking, protecting, and informing. Via analyt-
ical means we have shown that, when all agents (or a subset of them) exhibit
behaviours with enforcement properties, the number of executed norm violations
has an upper bound. Nonetheless, agents are autonomous and may decide to
save up resources by not applying sanctions. In order to apply sanctions, agents
must remember which other agents have executed a norm violating action in
the past and take this information into account when helping to build socially
feasible paths. If there are agents in the system exhibiting this free-riding be-
haviour, the analytical results in Section 4.3 do not always hold. However, the
results of the experiments in Sections 4.4 and 4.5 show us how such a system
could be expected to behave. Firstly, the higher the number of agents using en-
forcement techniques the smaller the number of times violator agents would be
able to execute norm violating actions. Secondly, using more of the enforcement
techniques implies less norm violations. Nonetheless, we encountered results
that challenged our intuitions. The experiments showed that disclosure of joint
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action contents does not always reduce norm violations, since overuse of dis-
closure can put violators under notice and help them avoid future enforcement.
Therefore, disclosure should be restricted to trusted agents or be used only at
bootstrap. Finally, the network structure is an important factor in reducing
norm violations. Notwithstanding, we had expected tree networks to continue
to be the best at reducing norm violations, as in the initial approaches, and this
did not happen. When violators use disclosure information to spot enforcers
they also benefit from the high centrality positions possible in tree networks,
making tree networks the worst topology for enforcement for sophisticated vio-
lators that manage to “climb the ladder”. The dependence network formalism
could be a good lead to study the power agents have to enforce norms.

Builders of an application, in which the enforcement techniques in this chap-
ter could be used, should try to get as many agents in the system to enforce
the norm through the four techniques provided: avoiding, blocking, protecting,
and informing. We have not aimed to study what could motivate a selfish agent
to act in specific ways. We have provided information about which behaviours
benefit the society by reducing the number of norm violations. It would be inter-
esting to study how to create incentives so that agents exhibit the enforcement
behaviours in order to diminish the potential incentives for executing norm vi-
olations. Furthermore, if builders have total control over the network topology,
they should create a tree in which all the non-leaves would be under his con-
trol and would use all the full blocking behaviour. Otherwise, the tree network
should be avoided. The impact of other network parameters (e.g., clustering
factor, diameter, number of links per agent, number of paths between agents,
and position of agents) on norm enforcement should be studied, in order to help
individual agents decide how to influence the network topology for its benefit.
The study of the position of agents may prove specifically interesting for this
purpose. For instance, if an agent is a cut vertex in the graph and it uses the
protecting behavioural property against its neighbours it can break the graph in
two, not allowing abiding agents to interact. Furthermore, a violator that is in
such a position may threaten to split the graph in order to avoid enforcement.
These problems can be circumvented with new links.

This chapter does not treat network dynamics by which the network topology
changes by adding and removing links, or by adding new agents to the system.
Even so, agents should be extremely weary when adding new links in order not
to allow agents to execute more norm violations through them. In Chapter
5 we have taken network dynamics into account, in which case agents can be
sanctioned when they are too promiscuous in adding new links through which
unsatisfactory interactions take place.

The enforcement techniques in this chapter are meant for scenarios in which
the agents do not know a priori with which agent to share information. Notwith-
standing, they could also be applied to scenarios in which the partner agent is
known and a feasible path in the network is to be found. In such a case rout-
ing mechanisms used in networking could be used in order to send the requests
through the social networks. Since the partner agent would be known from the
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start of the process, the protecting behaviour would have to be modified but
others could also be added.

Some applications that would benefit from the techniques in this chapter
have been provided in Section 5.10. These applications have to fulfil the restric-
tions imposed by the model, such as the objectivity of the norm and bareness of
the agent behaviours available. Nonetheless, other applications that do not fulfil
these restrictions could also benefit from the concepts defined here. In order
to tackle these, Chapter 5 studies the impact of subjective norms, where each
agent decides what is satisfactory for it, and how more sophisticated enforce-
ment behaviours could achieve better enforcement performance against more
sophisticated violating behaviours.






Chapter 5

Ostracism under
Uncertainty

Ostracism has been shown to be a useful tool in enforcing behaviour. Chapter
4 presented some enforcement techniques through which agents that did not
behave as expected could be ostracised. Nonetheless, the work in that chapter
was developed under assumptions that significantly restricted their applicability.
Those assumptions are:

e The network topology is static.

e There is no defined mechanism through which new agents can enter.

Contact relationships are undirected.

Expected behaviour is global and known to all agents.

Adversarial behaviour is simple.

The mechanisms described in Chapter 4 cannot be implemented in most
widespread large-scale distributed systems (e.g., filesharing applications, VoIP
and messaging applications, and GRID), since the previous assumptions do not
hold. This chapter defines a new model for a multiagent network (MAN) that
can be applied to those distributed systems in which the previous assumptions
do not hold.

The main differing characteristics of the model in this chapter are: i) Contact
relationships are directional. The new model defines the contact relationship as
an explicit trust relationship. Therefore, the relationship is directed and not
necessarily reciprocal, e.g., the fact Albert trusts Brenda does not imply that
Brenda trusts Albert back. ii) A mechanism is provided through which contact
relationships can be added and removed. Through this mechanism new agents
can join the system and its network topology is allowed to change through time.
iii) Each agent has a subjective definition of what a satisfactory behaviour is.

61
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This definition is not necessarily shared or known to others, but it can be mod-
elled via the feedback given by the interacting agents about an interaction that
has taken place. Therefore, having Claude complain about Dorian does not im-
ply that Edward will complain about Dorian too. Nonetheless, by modelling the
complaining behaviour, Frank can estimate the probability with which Dorian
will be complained about by Edward (i.e., reputation mechanisms are applica-
ble). iv) Agents, specially those trying to cheat the system, exhibit complex
behaviours. Therefore, simple enforcement mechanisms may not always work,
since the agents for which they are intended may exhibit behaviours that can
subvert these mechanisms (e.g., collusion, badmouthing, ballot-stuffing, and oth-
ers). The algorithms used to model the behaviours of other agents ought to be
robust to these attacks. Furthermore, even agents that are not trying to cheat
the system may be complained about. Therefore, the enforcement mechanism
must allow for forgiveness.

A well-known paradigm for distributed applications for which these new as-
sumptions hold, is peer-to-peer (P2P) networks. P2P networks are composed of
many participants that share their resources with others in the network without
the need of a centralised co-ordination mechanism. A computer user joins a P2P
network in order to interact with other computer users through the use of client
software that connects to other client software in the same overlay network. The
assumptions in the model defined in this chapter fit nicely to P2P applications:
the network topology changes, peers can enter and leave the network, there is
no pre-defined expected behaviour, the definition of a satisfactory interaction is
subjective, and adversaries exhibit complex behaviours (e.g., virus spread, Sybil
attacks). The only new addition that is not normally present in P2P networks is
that of directed links. Notwithstanding, undirected links can be simulated with
directed links. Given the suitability of P2P as a potential application for the
model to be described in this chapter, in what follows the terms agent and peer
will be used indistinctly, and peer refers to both the computer user and the P2P
client software.

The aim of the work in this chapter is to provide enforcement techniques that
allow agents to maximise their subjective satisfaction. This subjective measure
is not publicly known, only what can be observed is known. Therefore, to be
more precise, the chapter studies how the enforcement techniques increase the
amount of positive feedback for the interactions between agents. The blocking
technique shown in Chapter 4 is coupled with different reputation mechanisms
in order to see how they fare against malicious peers that try to subvert the
system through different types of attacks: badmouthing, i.e., sending mislead-
ing feedback about prior interactions; ballot-stuffing, i.e., sending feedback of
non-existing interactions; milking or dynamic personality, i.e., getting good as-
sessments by satisfying other peers in order to cheat later on; collusion, i.e.,
forming a collective with other peers to try to subvert the assessment system;
Sybil, i.e., creating many false identities that collude; and finally, whitewashing,
i.e., changing the peer’s identification in order to avoid negative assessments
from previous feedback.



63

Scalability is an important issue addressed in P2P applications (not so much
in MAS). Therefore, the tests take into account the amount of messages sent
by each reputation mechanism. Efficacy is important when enforcing behaviour,
but it may come at the cost of efficiency. When the number of agents is low, it
may not be a problem. But for large-scale systems efficiency is key, otherwise
the original purpose of the system can be hampered.

The interaction protocol in this chapter is different to that presented in Chap-
ter 4. The main difference being that the interaction partner is chosen before a
path is found between the two (see Section 5.2 for a more detailed definition of
the interaction protocol).

We use a Friend-to-Friend (F2F) network structure in which each peer is
connected to a set of peers which it “knows”, i.e., its contacts. Each peer
creates its own certificate and signs the certificates of its contacts, thus making
a web of trust (WOT). By running a WOT, authentication and privacy can be
guaranteed without the need for a centralised Public Key Infrastructure (PKI).
Furthermore, the interaction requests would be routed through a path of contacts
towards the target peer. In a P2P application any peer can connect through the
internet to any other peer. This differs from the work in Chapter 4 in which
agents could only connect to their neighbours. Nonetheless, having a WOT
gives agents the choice to discard requests that have not been routed through
a contact. This allows agents to force others to route their request through
the MAN, thus becoming an enforcement technique. When this technique is
applied, in order to interact a peer needs to be the contact of at least one other
peer already in the network.

Feedback about interactions can also be sent to any peer in the network.
Nonetheless, peers can choose to discard feedback of interactions for which they
did not route the request. This feedback gathering strategy brings about the
following outcomes: smaller message overhead, smaller impact of ballot-stuffing
attacks, and less feedback available to each peer. In order to address the last
issue, the blocking enforcement technique is integrated into the routing mecha-
nism. Since the neighbours of a peer are bound to have more feedback regarding
it, they can perform the best assessments. Peers decide whether to block re-
quests given the probability that the initiator and target will be unsatisfied with
the interaction.

Blocking and avoiding enforcement techniques are used in conjunction with
a trust assessment algorithm. In this work the most significant algorithms
have been made available to the peers. Ome of these algorithms (Peertrust
[Xiong et al., 2004]) has been modified in order to harness the information avail-
able in the request routes. Furthermore, new scalable algorithms have been
defined in order to be robust against the different adversarial attacks by har-
nessing the request route information of previous interactions. In order to test
the enforcement techniques in conjunction with the different trust assessment
algorithms, we have run experiments that compare them. These experiments
have shown that the modification to Peertrust and the new algorithm have a
message overhead orders of magnitude lower.
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The rest of the chapter is organised as follows: Section 5.1 defines the mul-
tiagent network and the contents of the different messages that are sent as part
of the interaction protocol. Section 5.2 gives an in depth description of the
interaction protocol by using an example. Section 5.3 provides the definition
of the behavioural model of the agents, and gives analytical properties of some
agent behaviours. Section 5.4 provides a description of the different types of
fraud and how encryption, signature, and reputation techniques can be used to
avoid them. Section 5.8 describes the decisions made by the agents during the
interaction process. Section 5.5 compares the different existing trust assessment
mechanisms that have been used for the experiments described in Section 5.9,
and Section 7?7 describes the new trust assessment mechanisms that we have de-
veloped. Section 5.10 gives two examples of real applications to which the model
and enforcement techniques in this chapter can be applied. Finally, Section 5.11
discusses the results of the model and the experiments.

5.1 The Model

This section describes the mathematical model for our multiagent system. This
was already done in Chapter 4. Nonetheless, we will modify it here to take
into account the differences studied in this chapter. These differences stem from
the changes in the assumptions. Firstly, there is no global norm defined by
an external authority. Secondly, the neighbourhood relation is now directed.
Thirdly, there is no partner search since the intended partner is known at the
beginning of the interaction protocol. Therefore, the protocol changes and so do
the events and their contents. Fourthly, the interaction is not mediated, only
the interaction bootstrap. Finally, there is no static network as the agents and
their neighbourhood links can change at any time.

In the work presented here, there is a protocol for the interaction between
agents. We call this the interaction protocol because its purpose is getting agents
to interact. The first part of the protocol is the interaction bootstrap. An agent
sends an interaction request, which gets routed through the network towards
its intended target. If the request reaches the target, the target can accept
to interact by acknowledging the request. This ends the bootstrap part of the
protocol. After the acknowledgement reaches the protocol initiator, the joint
action between the initiator and target begins through a private channel. After
the joint action is executed the last phase of the protocol starts, the feedback
stage. In this stage, each of the partners can send information about the joint
action to the agents in the network.

Agents may be able to interact in parallel, but we assume that all events they
perceive can be ordered. Given that we take a strong stance on speech act theory,
these events can be encapsulated in illocutions. All illocutions have the same
structure: they are composed of the sender identifier, the receiver identifier, and
the content. The content is either an identity certification, a certification cancel-
lation, an interaction request, or an interaction feedback. From now on we refer
to an illocution containing a specific content, as a specific content illocution, e.g.,
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an illocution containing an interaction request is an interaction request illocu-
tion. We assume that agents discard those illocutions whose recipient identifier
does not match their own.

Definition 5.1.1. Let A be the set of all agent identifiers. An illocution is a
tuple (a,a’,ct) where a € A is the identifier of the illocution sender, a’ € A is
the identifier of the illocution receiver, and ct is the illocution contents, whose
structure depends on the contents being sent. Let I be the set of all illocutions.

As in the previous chapter, a MAN has an associated environment containing
the history of all illocutions. The environment could contain other information,
but the history of illocutions is the only part of the environment that we model.
In this chapter the illocution contents are different than in the previous chap-
ter. Therefore, the structure of an environment also changes to incorporate the
events in this model. Agents have subjective and partial perceptions of the en-
vironment, since they can only observe those illocutions that where either sent
or received by them.

Definition 5.1.2. Given the set of illocutions I, an environment is any subset
of illocutions e C I. Let E = 2! be the set of all environments.

The environment contains all illocutions that have been uttered during the
execution of the system. Such environment does not need to be stored in any
place, but it is a useful mathematical construct. On the other hand, an agent
could easily store a local view of the environment, containing those illocutions
that where either sent or received by it.

Definition 5.1.3. Given a set of agent identifiers A, an environment e, and
an agent with identifier a € A, the local environment of agent a in e is e|, =
{{as,ar,ct) €elas =aVa, =a}

The initial environment of a MAN is always empty (i.e., eg = (). Further-
more, upon entering the MAN, the local environment of an agent will also be
empty. This carries an underlying assumption: two agents can never possess
the same agent identifier, either simultaneously or at different times. In real
systems this assumption may not always hold but using an appropriate iden-
tification scheme (as the one described in Section 5.4) we can guarantee this
assumption.

5.1.1 Illocution Content

The content of illocutions can be of different types, depending on the part of
the interaction protocol that is taking place. In this section we define the differ-
ent content types: identity certification, certification cancellation, request, and
feedback.

The identity certification serves to acknowledge the identity of an agent by
another agent. The sender agent utters an identity certification illocution when
it trusts the certified agent to be who it says it is. This mechanism follows a web
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of trust (WOT) approach, which is the mechanism we use for authentication.
On the other hand, the certification cancellation states that an agent cancels
its previous endorsement of another identity. An agent identifier becomes active
when another agent certifies it, and stops being so when all the agents that
had previously certified it cancel their certifications. The interaction protocol
is defined so that only agents with an active identifier can interact with others.
Making this the first of our enforcement mechanisms.

Definition 5.1.4. Given a set of content identifiers I, and a set of agent identi-
fiers A, an identity certification is a tuple (i, a,a’) where i € I is the request iden-
tifier, a € A is the identifier of the certifying agent, and a’ € A is the identifier of
the agent being certified. Let C be the set of all identity certifications. We define
the function ¢ : E — 2¢ to represent the set of agent certifications in a given
environment, i.e., given an environment e € E, {(e) = {c € C | I(a,,as,c) € e}.

A certification cancellation is a tuple (i,a,a’) where i € I is the content
identifier, a € A is the identifier of the agent removing its certification, and a’ €
A is the identifier of the agent whose identity certification is being cancelled. Let
D be the set of all certification cancellations. We define the function y : E — 2P
to represent the set of certification cancellations in a given environment, i.e.,
given an environment e € E, x(e) = {d € D | I{a,,as,d) € e}.

Given an environment e € E, A. C A is the set of active agent identifiers,
i.e., Ac = {a’ € A|3(i,a,d’) € ((e) A—3(i,a,a’) € x(e)}.

An agent with an active identifier (from now on we will use “agent” to refer
to “agent with an active identifier”) that wants to interact with another agent
must get an interaction request delivered to the agent with which it wants to
interact. Since enforcing agents will only listen to interaction requests in illo-
cutions uttered by agents whose identity they have certified, most requests will
have to be delivered through a path of agents that is made explicit in the request.

Definition 5.1.5. Given a set of agent identifiers A, and a set of content iden-
tifiers I, an interaction request is a tuple (j, a;, as, p) such that:

e j € I is the content identifier.

e a; € A is the identifier of the initiator agent, i.e., the agent that created
the original interaction request.

e a; € A is the identifier of the target agent, i.e., the agent for which the
interaction request is intended.

e p is the route followed so far by the interaction request (see Definition
5.1.6).

Let R be the set of all interaction requests. An interaction request (j, a;, at, p) is
said to entail another (j’,al,a;,p’) when they share the same content identifier
j = 7', initiator identifier a; = a}, target identifier a; = aj, and the route p
entails the route p’ (see Definition 5.1.6). Let the predicate entails C R x R
define the entailing relationship between two requests, where the first request
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entails the second. Let the function p : E — 2% represent the set of interaction
requests in a given environment, i.e., given an environment e € E, p(e) = {r €

R| Ha,,as,r) € e}.

An interaction request contains information about the route the request has
travelled in order to help the recipient of the request illocution decide what
to do with the request. When the target agent is also the last agent in the
request route recipient list, we say that the request has reached its target, in
which case the target agent must decide whether or not it wants to interact
with the initiator agent. Otherwise, when the recipient agent is not the target,
it will decide whether it forwards, blocks, re-routes, or discards the request. A
request is discarded if the recipient agent does not send an entailing request
illocution. A request is forwarded by sending an entailing request illocution to
an agent not already in the request route. A request is re-routed or blocked
by sending an entailing request illocution to the agent that sent the request
illocution. When blocking, the request route informs that the agent has blocked
the request. Whereas, by re-routing the agent sending the entailing request
says that it wants to forward the request but cannot because it has no agent to
forward it to.

The request route contains information about the decisions taken by all the
agents in the path that the interaction request has travelled.

Definition 5.1.6. Given a set of agent identifiers A, a request route is a tuple
(r,b,rry where r € A* is a sequence of agent identifiers, and b, 7 C A are sets of
agent identifiers. The sequence r contains all recipient agents, i.e., those agents
that have received a request entailed by the original. The set b contains all
blocking agents. Finally, the set rr contains all re-routing agents. Therefore, all
agents in 7 that are not in either b or rr are those that have effectively forwarded
the request to the target. The order in the recipient sequence describes the
order in which the agents formed part of the request delivery. Request routes
({a1, a2, ..., an), b, rr) must satisfy the following rules:

e All identifiers in the blocking and re-routing sequence must appear in the
recipient sequence, i.e., Va € b (A (1 <I<nAa=a))AVaerr (3 (1<
I<nAa=aq).

e No duplicates allowed in the recipient sequence, i.e., Vj, k (1 < j < k <
n— a; # ax).

e An identifier in the re-routing sequence cannot appear in the blocking
sequence and viceversa, i.e., bNrr =)

Let P be the set of all request routes. A request route ({ai,as,...,an),b,rr)
is said to entail another ((a},a5,...,al,),b’,rr’), when its recipient sequence is
the beginning of the recipient sequence in the request route it entails, and the
blocking and re-routing sets are includes in the sets of the request route it entails,
e, n<n AVj (1§j§n—>aj:a;)/\bgb’/\rrgrr’.
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Those interaction request illocutions that are sent to the appropriate agent,
and with a properly constructed request route (see Definition 5.1.7) are said to be
correct for the agent receiving them. Those interaction request illocutions that
are not correct are discarded by the receiving agent. For example, an agent a
receiving a request illocution where the sender identity has not been certified by
it will discard the request. Making this another of our enforcement mechanisms.

Definition 5.1.7. Given an agent with identifier a € A, and an environment
e € E, an interaction request r = (j, a;, a, ({(a1, ag, ..., an), b, rr)) as content of
the illocution (as, a,,r) is correct for agent « if the following properties hold:

e The recipient is a, i.e., a, = a.

e Either the identity of as is certified by a or the identity of a is certified
by as, 7 is being blocked or re-routed by ag, and r is entailed by a request
that a sent in an illocution to as, i.e., as € Ae, V (a € A, NI €
plelq) (entails(r’ 1) A (as € bU rr)).

e Either a is the last element of the recipient list (i.e., a = a,) or all agents
in the recipient sequence after a have blocked or re-routed the request and
there exists an interaction request illocution in a’s environment with a as
the sender that entails r, i.e., Ik (1 <k <nAax=aAVl(k<l<n—
a; € bUrr)) AIal,al, 1"y €el, (r' € ple|a) Aentails(r’,r) Aal, = a).

Let the predicate correct C I x A x F hold when the given interaction request
illocution is correct for the given agent identifier in the given environment.

When an agent receives a correct interaction request for which it is the tar-
get, it decides whether or not it wants to interact with the initiator agent. If it
does, it will send an interaction request illocution where the contained interaction
request is the one it received. We call these special interaction requests acknowl-
edgements. Upon receiving an acknowledgement illocution an agent knows that
the target of a interaction request accepts to interact with its initiator. Nonethe-
less, an agent can only verify that an acknowledgement is justified if it previously
sent an entailing interaction request illocution.

Definition 5.1.8. Given a set of agent identifiers A, and a set of content
identifiers I, an acknowledgement illocution is an interaction request illocution
(as, ar, (J, @i, as, {({a1, a2, ...,an), b, rr))) where the illocution sender is the request
target and the request has reached its target, i.e., as = a; = a,. Let K be the
set of all acknowledgement illocutions.

Given an agent with identifier a € A, and an environment e € F, an ac-
knowledgement (as, a, (4, a;, at, ({a1, as, ...,an),b,rr))) is said to be justified for
the receiving agent a if the following properties hold:

e The agent receiving the illocution is its recipient, i.e., a = a,..

e There exists a correct request sent by agent a that entails the acknowl-
edged request, i.e., I(a,a.,r’) € el, (1’ € p(e|s) Acorrect({a,a..,r’),a,e)A

entails(r’, (4, a;, as, (a1, a9, ..., an),b,r7))).
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Let the predicate justified C Ix Ax E hold when the given illocution is a justified
acknowledgement for the given agent identifier, with the given environment. We
define the function o : E — 2% to represent the set of acknowledgements in a
given environment, i.e., given an environment e € E, a(e) = eN K.

When the interaction request initiator receives a justified acknowledgement
associated to a request it sent, a direct communication channel between the ini-
tiator and target is created and they execute a joint action through this channel.
When an interaction follows the process described throughout this section (i.e.,
first a request is sent by the initiator; this initial request entails other correct
requests, one of which eventually reaches the target; then the target sends a
justified acknowledgement to the initiator; finally, an interaction between both
occurs), then the joint action is said to be consensual.

Definition 5.1.9. Given a set of agent identifiers A, and a set of request iden-
tifiers I, an interaction is a tuple (j, a;, a;) where j € T is the identifier of the
request that triggered the interaction, a; € A is the identifier of the request’s
initiator, and a; € A is the identifier of the request’s target. Let Z be the set of
all interactions.

Given an environment e € F, an interaction is said to be consensual when
there exists an acknowledgement in «(e) that is justified for the interacting
initiator, with an acknowledged request where the interacting agents are the
initiator and partner. Let the predicate consensual C 7 x FE hold when the given
interaction is consensual. Mathematically speaking: consensual((j,a,a’),e) <
Has, ar, {J, ai, at, p)) € a(e) (justified({as, ar, (j, a;,a,p)),a,e) ANa; =aNad =
at).

The contents of consensual interactions are completely private, as opposed
to the joint actions modelled in Chapter 4, where the joint action contents trav-
elled encrypted through a path of mediators. Since there are no global norms
governing the interaction contents between agents, the mediator agents cannot
verify the compliance of the interaction even if they can access its contents.
Notwithstanding, there is some subjective measure of the interactions that are
appropriate, i.e., all agents are able to assess whether an interaction they par-
ticipated in is satisfactory to them. Agents send feedback to express the degree
of satisfaction achieved from an interaction. An agent can send any number of
feedback messages as long as they conform to a specific structure. Nonetheless,
feedback is legitimate only when it refers to a consensual interaction. An agent
can verify that a feedback is legitimate even if its local environment does not
contain the acknowledgement, since the request is the same in the acknowledge-
ment as in the feedback, the agent can check that the request in the feedback is
entailed by a request it sent.

Definition 5.1.10. Given a set of agent identifiers A, and a set of content
identifiers I, a feedback is a tuple ((j, a;, at,p), ay,v) where (j,a;,a¢,p) € R is
an interaction request that has reached its target, ay € A is the identifier of
the agent giving the feedback, and v € [0,1] is a real number that gives a value
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Figure 5.1: Interaction protocol

to the satisfaction. The agent giving the feedback must be either the request’s
initiator or target, i.e., a; = ay V a; = ay. Let I be the set of all feedback.

Given an agent with identifier a € A, and an environment e € F, a feedback
(ryar,v) € F is said to be legitimate when there exists an interaction request illo-
cution in the environment sent by a that is correct for a and entails the feedback
request, i.e., Ia,al.,r’) € e|, (r' € R A correct({a,al.,r’),a,e) A entails(r’,r)).
Let the predicate legitimate C I x A x F hold when the given illocution contains
a legitimate feedback for the given agent in the given environment.

We define the function ¢ : E — 2 to represent the feedback in a given
environment, i.e., given an environment e € E, ¢(e) = {f € F | {as,a,, f) € e}.

5.2 Interaction Protocol

The previous section showed the different contents in the illocutions that agents
can utter during the interaction protocol. In this section we focus on the pro-
tocol so that the reader may have a deeper comprehension of how the events
described in Section 5.1 are ordered. Figure 5.1 gives an overview of the inter-
action protocol.
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Figure 5.2: Example MAN.

In this section we detail the interaction protocol through an example. Figure
5.2 represents a multiagent network that has been formed by agents certifying
each other’s identity. Each vertex in the graph represents an agent, and the
number is its identifier (we will use a; to refer to the agent with identifier i). An
edge in the graph represents an identity certification that has not been cancelled.
The edge is directed, and the starting point is the agent which uttered the
identity certification, whereas the end point is the identity being certified. For
example, the single edge between agents a4 and a; means that there exists an
identity certification illocution (a4, az, (32, a4, az)) with request identifier 32 in
the global environment and no associated certificate cancellation. Notice that
some agent pairs have two bidirectional edges. This will be the common case in
which both agents have certified each other’s identity.

In the example interaction protocol, agent a; interacts with agent as. The
interaction protocol starts when the initiator agent (i.e., a;) sends an interaction
request illocution with as as its target. Agent a; cannot send a request directly
to as because the request would not be correct, since as has not certified ay’s
identity. An attempt to do so would get the request discarded. Therefore, aq
may send a correct request to either a4 or ag (not to as since it hasn’t certified
ap’s identity either. If agent a; chooses a4, the request illocution being sent
would be: (a1, a4, (225, a1, a5, ((as),0,0))), assuming that a; has never used 225
as a request identifier before.

Upon reception of the illocution, agent a4 verifies that it is correct for it.
Nonetheless, since a; is the only agent that has certified its identity, it cannot
create an entailing request that is correct by forwarding. Therefore, it creates an
entailing request that is a re-route of the one it received, and sends the request
back to a;. This request would be: (a4, a1, (225,a1, as, ((a4),0, {as}))).

Agent a; receives the request illocution and verifies that it is correct. Now
agent a1 can only forward the request to agent ag. It creates an entailing re-
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quest illocution and sends it to agent ag: (a1, ag, (225, a1, as, {{a4,a6), D, {as}))).
Agent ag receives the request illocution and verifies that it is correct, and it can
forward to agents a; and ag. When ag chooses to forward to ag it sends the
following request: (ag, as, (225, a1, as, ((as, ap, as), 0, {as}))).

Let us assume that when ag receives the request, even though it is correct
for it, it chooses not to forward the request towards the target but to block it
(this is an essential part of enforcement). In this case, ag creates an entailing
request which it sends back to ag: (as, as, (225, a1, as, ({as, as,as), {as}, {as}))).

Upon reception of the illocution, ag verifies that it is correct
and creates an entailing request that is forwarded to a7, the only
agent it can still forward the request to. The request illocution is:
(ag, az, (225, a1, as, ({aq, ag, as, a7y, {as},{as}))). Agent a; verifies that the re-
ceived request is correct for it and, since its identifier has been certified by
the target agent as, chooses to forward an entailing request to the target:
<(17, as, <225a ai, as, <<a47 ag, as, ar, a5>a {(lg}, {a4}>>>

When as receives the request illocution for which it is the target, it also
verifies that the request is correct for it. After doing so, it chooses to interact
with the initiator agent and informs all the agents in the request route about
this by sending an acknowledgement illocution to each containing the request
information in the request illocution that it received. Below we list all the
acknowledgement illocutions that as sends:

e (a5, a7, (225 a1, a5, (a4, a6, as,az,as), {as}, {as})))
o (a5, ag, (225, a1, a5, ((aq, a6, as, a7, a5),{as}, {as}))).
o (as,ayq,(225,a1,as, (a4, as,as,ar,as), {as}, {as}))).
o (as,a1,(225,a1,as, (a4, as,as,ar,as), {as}, {as}))).

Notice that the target agent has not sent an acknowledgement illocution to the
blocking agent ag. Therefore, ag does not know whether a consensual interaction
can take place.

After ay (i.e., the initiator) checks that the acknowledgement illocution is
justified (see Definintion 5.1.8), both the initiator and target start a joint action
through a private communication channel: (225,a1,a5) € Z. The model defines
no structure for the contents of the joint action, since it only focuses on what
goes one prior to the joint action and after it, when agents can send feedback
about the joint action. This feedback is sent as the contents of an illocution. In
our example we assume agent a; complains about the joint action by sending
the following feedback illocutions:

o (a1,a7,{(225,a1,as, ((a4, a6, as,ar,as), {as}, {as})), a1,0))
o (a1,as, ((225,a1,as, ((a4, as,as, az,as),{as}, {as})), a1, 0)).
o (ay,ae,((225,a1,as, ((a4, as, as,az,as), {as}, {as})), as,0)).
o (a1,aq,{(225,a1,as, ((as, a6, as,ar,as), {as}, {as})),a1,0))
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We point the reader to the fact that agent ag received a feedback illocution even
though it never received an acknowledgement illocution. This poses no problem,
since the definition of a legitimate feedback does not depend on having received
the acknowledgement. Upon receiving the feedback illocution, ag has access to
the request that reached its target.

We also point out to the reader that no feedback has been sent to the target
agent by the complaining initiator (the value 0 indicates the lowest satisfaction
possible). It may be the case that the complaining agent does not want the other
partner to know that it is complaining. Nonetheless, any of the recipients of the
complaint could decide to forward the complaint to the other partner via a feed-
back illocution, e.g., {(ar,as, ({225, a1, as, ({a4, ag, as, ar, as), {as}, {as})), a1,0)),
thus letting the partner know about the feedback.

The last step of the interaction process comes after receiving the feedback
illocution. The agent will verify whether it is legitimate (see Definition 5.1.10)
so that no illegitimate complaints are taken into account when making decisions
about future actions.

5.3 Behavioural Model

In Section 5.1 we have introduced our previous model adapted to the modified as-
sumptions addressed in this chapter. These differences also bring about changes
to the behavioural model, which we detail below. The obvious change is the
reduction in the number of functions that model the behaviour of agents, since
we have encapsulated all events into illocutions. Furthermore, another change
is that the joint action among agents is not modelled. The reason being that we
are not interested in what happens in the joint actions because the model does
not define whether they are satisfactory. This is an effect of there not being any
global norm, but a subjective satisfaction defined by each agent.

In the presented behavioural model we define a function describing the ob-
servable behaviour among agents.

Definition 5.3.1. Given a set of agent identifiers A, and a set of content iden-
tifiers I, a behaviour is a function ¢ : A x A x E — TU{L} that models the
agents’ illocution sending behaviour. Given the agent identifiers a,a’ € A and
an environment e € E| 1(a,d’, e) is the illocution that is sent from a to a’ when
the environment is e. If t(a,a’,e) = L, no illocution is sent. Let B be the set of
all agent behaviours.

The system behaviour describes how the environment (see Definition 5.1.2)
evolves. The environment is a dynamic element that changes as agents interact
with one another by sending illocutions. A behaviour defines which illocution is
sent between a pair of agents given an environment. Therefore, since the system
starts with an empty environment (an empty set of illocutions), the behaviour
function describes the steps through which new illocutions are uttered and thus
added to the environment. Mathematically speaking €’ = eUlJ, . ca{t(a,d’,€)},
where e is the original environment that is being updated into ¢’.
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5.3.1 Behavioural Properties

As in Chapter 4 we can extract some analytical properties from the model. The
current model can be seen as an extension of the one in Chapter 4, thus, some
of the properties for the previous model are also valid for the current one, but
some of them are not any more.

In Chapter 4, a global norm was given that described the actions that were
valid under a specific environment. This norm was the same for all agents, and
since all agents had access to the norm definition they all knew whether the
actions they executed were normative. In this chapter, there is no such global
definition of what is normative. Instead each agent has a subjective valuation
of what is satisfactory for it. Therefore, what is satisfactory for one agent does
not need to be satisfactory for another.

The properties in Chapter 4 defined different upper bounds on the num-
ber of norm violations depending on the behavioural properties of the agents
in the MAN. Given that the current model does not have norm violations, we
adapt some of the properties to define an upper bound on the number of feed-
back illocutions where the valuation denotes an unsatisfactory interaction. For
the remainder of the section we will restrict the values of feedback to either 0,
which denotes an unsatisfactory interaction, and 1, which denotes a satisfactory
interaction. The model, however, allows for intermediate values.

Definition 5.3.2. A feedback ((j,a;,as,p),ar,v) is a complaint if v = 0. Let
the predicate complaint C F' hold when a feedback is a complaint.

The current MAN is formed as an overlay network, i.e., a virtual contact
network on top of a communication network. Therefore, any peer can send illo-
cutions to any other peer. Nonetheless, the recipient peer can choose to discard
those illocutions with content that do not follow the restrictions defined in Sec-
tion 5.1. By discarding those illocutions, the agent is exhibiting an enforcing
behaviour.

Definition 5.3.3. Given an environment e € E, an agent with identifier a € A
is said to be networked if it discards from its local environment those interac-
tions containing: requests that are not correct, acknowledgements that are not
justified, and feedback that is not legitimate. We assume that all agents in a
MAN, as defined in this chapter, are networked.

Now we give a definition for incompatible agents. An incompatible behaviour
occurs when after a consensual interaction, either of the interacting partners
sends a feedback message which denotes an unsatisfactory interaction (i.e., a
complaint). Two agents are incompatible when one of them has sent a complaint
about the other.

Definition 5.3.4. Given an environment e € FE, two agents with identifiers
a,a’ € A are said to be incompatible to an agent with identifier a” € A, if a
complaint that is legitimate to a’ has been sent about an interaction between
a and d', i.e., Ias,ar, f) € e (f = ({J,ai,as,p), ar,v) A legitimate(f,a”,e) A
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((a; =aNar =a)V(a; =a Nay = a)) A complaint(f)). Let the predicate
incompatible C A x A x E hold when the two given agents are incompatible
for the given local environment of the third agent.

We will now adapt the avoiding behaviour. In the current model an avoiding
behaviour occurs when an agent that has legitimately complained about another
will never acknowledge requests coming from it. Again, this is an enforcement
mechanism that can be applied by any agent.

Definition 5.3.5. Given an environment e € F, a behaviour function ¢ is said
to be incompatible avoiding for an agent with identifier a € A when a never
sends requests with it as initiator and an incompatible agent as target, and
never acknowledges requests coming from agents that are incompatible with it,
i.e., incompatible(a,a’,e) — (c(a,a”,e) # (a,a”,{j',a’,a,p"))) A (a,a” e) #
(a,a”,{j',a,a’,p’))). Let the predicate avoiding C B x A hold when a behaviour
function is incompatible avoiding for a given agent.

For the following proofs we define the function ¥ : A x A x E. Given two
agent identifiers a,a’ € A, and an environment e € E, ¥(a,d’,e) is the set
of legitimate complaints by a about o', i.e., ¥(a,d’,e) = {{{j,a;,as,p),a,v) €
F ‘ Complaint(«jv i, at7p>a a, U>) A legitimate(<<jv ai, at7p>7 a, U>7 a, 6) N ((az =
ahag=ad)V(ag=aNha; =d))}

Lemma 5.3.6. If the behaviour function v is incompatible avoiding for agent
a, the environment will contain at most one complaint originated at a about
another agent a', i.e., avoiding(t,a) — |(a,a’,e)| < 1.

Proof. Let us assume that avoiding(c, a) Al (a,a’,e’)| = 1, that is, there exists a
legitimate complaint in environment ¢’ issued by a about a’, where ¢’ represents
the environment at a moment prior to e, thus, €/ C e. According to definition
5.3.5, a will never send a request as initiator with a’ as target, and it will never
acknowledge a request with a’ as initiator. Therefore, no complaint sent by
a about a' is legitimate (see Definition 5.1.10). Which proves that v (a,d’,e)
can never contain more than one legitimate complaint by a about any other
agent. O

Theorem 5.3.7. If the behaviour ¢ of a multiagent network is incompatible
avoiding for all agents, then there exists an upper bound to the total number of
legitimate complaints in the environment e € E. This upper bound is twice the
number of certified agent identity pairs, i.e., |Ac|(JAc| — 1).

Proof. The total number of complaints in a multiagent network is equal to the
sum of complaints issued by each agent. Furthermore, an agent can only issue
legitimate complaints when the initiator’s identity has been certified by some-
one, otherwise its requests would be discarded as they would not be correct (see
Definition 5.1.7). Therefore, one can calculate the total upper bound of legit-
imate complaints by adding the upper bounds for each agent with a certified

identifier.
Z w(a, a/? e)

a,a’ €A,
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Given that the behaviour is incompatible avoiding for all agents in the system,
Lemma 5.3.6 applies to all agents. Therefore,

Z w(a,a',e) < [Ae[(JAel = 1)

a,a’ €A,
which proves the theorem. O

The following result may be proved in much the same way as Lemma 5.3.6
and Theorem 5.3.7:

Corollary 5.3.8. Given a behaviour v € B that is violator avoiding for a group
of agents A" C A (i.e., Va € A’ (avoiding(t,a))), then there exists an upper
bound to the total number of legitimate complaints by an agent in A’ that can
exist in the environment. This upper bound is |A.|(]A'] — 1).

These results are very similar to those in Chapter 4. Nonetheless, there is
an issue in applicability. Since the multiagent network in this chapter is open
(i.e., new identities can join and leave), an upper bound based on the number
of certified identifiers is not meaningful. An agent can create any number of
identifiers and certify them. This agent would only need one other agent in the
network to certify one of its identifiers in order to use all of the ones it has created.
This type of behaviour is called a Sybil attack in the literature [Douceur, 2002].
Since such an attack is possible under the model in this chapter, the upper bound
on the number of legitimate complaints is not meaningful. In Section 5.4.7, we
show that it is possible to modify a reputation mechanism to work on top of
this network so that it is Sybilproof. Furthermore, we show that by using the
SybilLimit techniques [Yu et al., 2008] we find a meaningful upper bound on the
number of legitimate complaints.

5.4 Avoiding Fraud

Peers in the network can attempt fraud in many different ways. For one, an
agent can potentially send any illocution content it wants. In Section 5.1 we
have seen some checks that agents can do in order to avoid some types of il-
locution content fraud, such as checking for correctness in interaction requests,
checking for justification in acknowledgements, and checking for legitimacy in
feedback. Nonetheless, an agent could easily fake a correct interaction request so
that the subsequent acknowledgement and feedback are justified and legitimate,
respectively. Furthermore, since a reputation mechanism is coupled with the en-
forcement mechanism, an agent or group of agents can also attempt to correctly
follow the protocol with the purpose of subverting the reputation mechanism in
order to get chosen to interact more often than they ought to. This can be done
by either raising one’s reputation or by lowering that of peers that have a higher
reputation rank. The following is a non-exhaustive list of attacks: badmouthing,
i.e., sending misleading feedback about prior interactions; ballot-stuffing, i.e.,
sending feedback of non-existing interactions; milking or dynamic personality,
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i.e., getting good assessments by satisfying other peers in order to cheat later
on; collusion, i.e., forming a collective with other peers to try to subvert the
assessment system; whitewashing, i.e., changing the peer’s identifier in order
to avoid negative assessments from previous feedback; and finally, Sybil, i.e.,
creating many false identities controlled by an agent that collude to subvert the
reputation system.

In the following sections we go into more detail for each of the fraud strategies
described above. For each of these fraud strategies we detail the way in which
they would be attempted by malicious agents in our system. Furthermore, we
describe techniques that can be used to lessen the effectiveness of the attack in
subverting the system

5.4.1 Data Fraud

This section tackles the case in which an agent sends false illocution contents
(i.e., illocution contents that do not follow the interaction protocol guidelines)
in order to corrupt the local environments of other agents with information that
benefits it.

To show how this could be done, let us take the example in Section
5.2. Imagine agent ag (the one that blocked the request in the example)
wants to spread bad feedback about agent aj, i.e., badmouthing. Agent
ag could send a fake interaction request illocution with a; as the initiator
and a non-existent agent agy as the target (as, a7, (123, a1, ass, ({(as, az),0,0))).
Since the target agent does mnot exist, no route would ever be
found and then a re-routing request would eventually reach asg (e.g.,
(a7, as, (123, a1, a3z, {{ag, ar,...,a4),0,{az,...,as})))). Now the agent ag can send
legitimate feedback illocutions to all the agents in the request route that got re-
routed (e.g., ((123, a1, asz, {({as, az, ..., a4, azs, age), 0, {ar, ...,as})), as2,0)). That
is, ag makes it appear as if the request eventually reaches asgs via another non-
existing agent ass.

Another possible fraud is to tamper with interaction requests. Possible tam-
pering is: adding or removing agents from a recipient list, adding or removing
agents from the blocking set, adding or removing agents from the re-route set,
and changing the initiator or target agents. The first three tampering examples
could be done to add or remove blame for helping or hindering request rout-
ing. The last example could be useful for man in the middle attacks, which is
a form of active eavesdropping in which the malicious agent makes independent
connections with the victims and relays messages between them, making them
believe that they are interacting directly with each other over a private connec-
tion, when in fact the entire conversation is controlled by the attacker. Finally, a
typical fraud would be that of identity fraud, by which an agent sends illocutions
making believe it is another agent.

We tackle these types of fraud through typical encryption and signature tech-
niques. Each agent creates its own encryption key pair (a;,p;). The first key
is public, being this the agent’s public identifier. The second key is private.
Note that we do not use a Public Key Infrastructure (PKI), as it is a centralised
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component which could suffer from denial of service attacks, and it is a bottle-
neck. Instead we use Pretty Good Privacy (PGP), in which each agent creates
its own identity and it is other agents that certify it. The chance of two agents
generating the same key pair is infinitesimal with large enough keys.

In order to tackle identity fraud, the illocutions are encrypted with the private
key of the sender and re-encrypted with the public key of the receiver. Upon
reception of an illocution, the receiver decrypts the message with its private key
and then decrypts it with the sender’s public key. This ensures that the illocution
sender has access to the private key associated to the sender’s identity, and that
only an agent that has access to the recipient’s private key can read the illocution
contents. If agents are careful not to allow others to know their private keys, the
previous encryption technique ensures authentication, integrity, and privacy.

Tackling interaction request fraud is in change solved via digital signatures,
as opposed to encryption. Encryption is not useful since we want any agent to be
able to read the contents of the interaction request. By using digital signatures,
we can authenticate the illocution’s origin and test its integrity. Since the request
route of a request is constructed during the route process, the signature scheme
is more complex. KEach interaction request is sent with n associated digital
signatures, where n is the number of entailing interaction requests for the current
request. The content being signed by each signature is the entailing interaction
request that was sent by the agent signing it. To show how it would work, we
will use the example in Section 5.2. For this example, let S be the set of all
digital signatures, and o : R x A — S be the signature function. Given a request
r € R and an agent identifier a € A (which is also the agent’s public key), o(r, a)
is a’s digital signature of r.

The following list shows each requests sent during the routing process, and
the signatures that where associated to each request:

e = <2257a’17a57 <<a4>5@7®>>7 0'(7’1,0,1)
® Ty = <2257CL17CL57 <<a4>7@7 {a4}>>7 0'(7’1,(11), and 0'(7’2,614)
o 73 = (225,a1,as, ((a1, ag), 0, {as})); o(r1,a1), o(r2, as), and o(r3,a1)

® Ty = <2257a17a57 <<a4aa63a8>7®7{a4}>>; 0'(7'1,(11), 0(7’2,a4), 0(7”‘3,0,1), and
o(ry,ag)

o r5 = (225,a1,as, ((a4, a6, as), {as}, {as})); o(ri,ar), o(re,as), o(rs,ar),
o(ry,ag), and o(rs, ag)

® Tg = <2257a17a57<<a4,a6,ag,a7>,{a8}7{a4}>>; O—(rlaal)a U(T23a4)7
o(rs,a1), o(ry, ag), o(rs,as), and o(rg, ap)

o 17 = (225,a1,as,((as,a6,as,a7,a5), {as},{as})); o(ri,a1), o(rz,aq),
o(rs,a1), 0(rs,as), o(rs,as), o(rs, as), and o(r7, ay)

Given an interaction request, it is easy to calculate all the entailing requests
and what agent identifier should have signed each. Therefore, given a request
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and a set of signatures, any agent can verify whether there has been any tamper-
ing. Sending one digital signature for each entailing request is an overhead that
should be taken into account. The FIPS 186-3 standard for encryption using the
DSA digital signature algorithm, recommends using public keys that are 2816
bits which generate signatures 4096 bits long. When using the recommended val-
ues for the previous example, the request r7 would be 25408 bits long (assuming
64 bit request identifiers) and its associated signatures would be 28672 bits long.
Therefore, the signature scheme more than doubles the length of the messages.
Nonetheless, this overhead brings about two benefits. Firstly, it allows authen-
tication and integrity. More importantly, it makes storage of sent and received
interaction request illocutions unnecessary, since all the entailing illocutions can
be calculated given an illocution, and the associated signature provides authen-
tication. The entailing interaction request illocutions are needed in order to test
for correctness of interaction requests, justification of acknowledgements, and
legitimacy of feedback.

The same type of fraud avoiding technique is applied to acknowledgements
and feedback, since both contain an interaction request. In case of an acknowl-
edgement a new signature is added by the target agent, which authenticates that
the target has received the interaction request. Continuing with the example,
the acknowledgement k1 = (as, a1, (225, a1, as, ({a4, as, as, a7, as), {as}, {as})))
would have the associated signatures o(ri,a1), o(re,a4), o(rs,a1), o(rs,ag),
o(rs,as), o(rg,as), o(r7,a7), and o(r7,as). The last one being the signature by
the target agent which certifies that the interaction request has reached it and
it accepts to interact via the acknowledgement.

Feedback also needs to be authenticated and tested for integrity. This is
done by adding a signature by the agent giving the feedback to the set of
signatures in the acknowledgement. Continuing with the example above, the
feedback fl = <<2257 ai,as, <<(l4, ag, as, ar, a5>a {a’8}7 {a4}>>a at, 0> sent by agent
a1 to agent ag in the illocution (a1, as, f1) will have the associated signatures
U(Th al)a 0'(7"2, a4)7 0'(7"37 al); O'(’I"4, a6)7 U(T57 a8)7 U(T6a a/6)7 0(T77 a7)a 0'(7”7, a5)7
and o(f1,a1). The last one is the signature by the agent giving the feedback
which certifies the authenticity and integrity of the feedback.

At each step of the interaction process the illocution being sent contains all
the signatures of the previous steps. This is a large overhead that allows authen-
tication and integrity testing. Furthermore, sending all the signatures reduces
the need for memory storage by the agents, since the previous steps of an interac-
tion process can be calculated from the current one (e.g., the acknowledgement
request can be extracted from the feedback, and all the entailing interaction
requests can also be calculated). Therefore, an agent can check whether an
acknowledgement is justified without having to store the previous interaction
request illocutions it sent. The same holds for agents checking whether a feed-
back illocution is legitimate.
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5.4.2 Badmouthing

A badmouthing attack occurs when an agent sends negative feedback about in-
teractions for which it has no cause to complain. Through this attack, an agent
tries to lower its competitors’ reputation in order to gain relative reputation
itself. This attack is a big issue when the trust assessment mechanism is said
to be symmetric, i.e., when the trust on an agent is the same independently of
the agent assessing it. If the trust metric is asymmetric, i.e., trust measures are
subjective, badmouthing can be tackled. Furthermore, if the assessment mech-
anism only uses feedback about those interactions for which it was a partner,
badmouthing will only affect his own future assessments. Nonetheless, limiting
the feedback to be used in calculating trust to that of the assessing peer can
cause bad assessments due to the lack of data. Some assessment algorithms use
feedback from third parties to make up for the lack of data, which opens the
door to badmouthing attacks. Some of these algorithms incorporate mechanisms
that make them robust to badmouthing. What these mechanisms do is to give
more weight to feedback coming from agents that give feedback similar to oneself
or to those agents that have a good reputation themselves. Notwithstanding,
the latter case assumes that peers with good reputation will always give good
feedback which need not necessarily hold.

5.4.3 Ballot-Stuffing

Ballot-stuffing is an attack by which an agent sends more feedback than inter-
actions it has been partner in. The interaction protocol in Section 5.2 together
with the encryption techniques discussed in Section 5.4.1 are enough to ensure
that a single agent cannot realise a ballot-stuffing attack. Nonetheless, a group
of agents can realise a ballot-stuffing attack by executing the interaction protocol
many times. In order to spread feedback as much as possible, they have to get as
many agents in the interaction request route as possible, and this is out of their
control. Since the routing algorithm is a variation of the shortest path search,
(see Section 5.8) the agents attempting ballot-stuffing attacks would have to be
far apart in the network, which is unlikely. Notwithstanding, assuming that the
malicious collective can manage to be far apart, and spread their ballot-stuffed
feedback, there are techniques that can make a trust assessment algorithm robust
to ballot-stuffing. The main counterattacks used in the literature are: filtering
feedback that comes from peers suspect to be ballot-stuffing as in Section 5.4.2,
and using feedback per interaction rates instead of accumulation of feedback
[Kamvar et al., 2003, Tian et al., 2008, Xiong et al., 2004].

5.4.4 Dynamic Personality

An agent that achieves a high reputation will be able to interact more often. In
which case it can attempt to deceive other agents taking advantage of its high
reputation. This is called milking the reputation, or having a dynamic person-
ality. If the assessment algorithm takes long to adapt to changing strategies, it
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can suffer from dynamic personality attacks. This is specially so with assessment
mechanisms that take into account all the past history of an agent in order to
calculate its reputation.

A commonly used technique to make the reputation mechanism robust to
dynamic personality attacks is to have a memory window so that not all the
past history is taken into account. An even more robust mechanism is to have
a dynamic memory window which is shortened when the reputation is lowered
[Xiong et al., 2004]. This reduces the amount of reputation milking that can be
achieved.

5.4.5 Whitewashing

Whitewashing occurs when an agent changes its identifier in order to escape
previous bad feedback. Simple whitewashing, in which an agent changes its
identity without the collaboration of others is not an issue for the system we have
described independently of the reputation mechanism being used as long as peers
are networked (see Definition 5.3.3). This is so because an agent which changes
its identifier also looses the certifications from its former contacts, which no
longer recognise it. Therefore, the cost of getting new contacts or of convincing
the old contact to certify its new identity ought to be enough to discourage
whitewashing attacks. Nonetheless, a group of malicious agents could collude
to allow whitewashing by certifying new identities. This is no different than a
Sybil attack (see Section 5.4.7).

5.4.6 Collusion

Collusion occurs when a group of agents co-operate with one another in order
to take advantage of the system and other agents. In our case it means that
agents in the colluding group will always give each other good ratings. As with
badmouthing, filtering out feedback from colluding peers seems to be the most
used way to make a reputation mechanisms robust against collusion attacks. The
techniques used for robustness against badmouthing can also be used in this case:
filtering feedback coming from peers whose feedback is not similar to one’s own.
Furthermore, the MAN model in this chapter allows collusion to be detected
by the routing mechanism. The paths between colluding peers will always share
most of the routing agents. Therefore, the feedback from collusion attacks will be
concentrated in the part of the network through which the colluders are linked!,
thus it is not easy for the colluders to corrupt large parts of the network.

5.4.7 Sybil Attacks

Sybil attacks are a sort of security threat that can be launched when identifiers
are cheap. The attack consists in creating enough identities so that a single

11t is likely that colluders will have contact links to one another. Nonetheless, they could
still route through other links in order to try to influence a larger part of the network when
realising this attack.
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agent can subvert the normal functioning of the system. Some examples of a
Sybil attack are taking control of specific portions of a distributed hash table
(DHT), or improving one’s reputation through false feedback from many Sybil
identities.

The main ways in which such attacks are countered are either by adding a
cost to creating identifiers or by having a central authority that grants identities.
The problem with the first approach is that non Sybil identities also incur this
cost which may degrade the usage of the platform. The latter approach goes
against the distributed nature of P2P and MAS.

There are other approaches that reduce the amount of Sybil identities that
can be used. SybilGuard [Yu et al., 2006] and SybilLimit [Yu et al., 2008] both
use a contact network with specific algorithms for checking identities that guar-
antee that no more than Q(y/nlogn), and Q(logn) Sybil identities are accepted
by any node, respectively (where n is the total number of honest identities).
Furthermore, [Cheng and Friedman, 2005] give a description of the types of dis-
tributed reputation algorithms that are SybilProof, that is, that no agent can
increase its reputation (in absolute or relative terms) by launching a Sybil attack.
Sybilproof mechanisms are built through transitive trust in a contact network.

The network we propose in this thesis is a contact network, and as such it
shares the same base commonality with the three previous mechanisms, namely
SysbilGuard, SybilLimit, and SybilProof. Specifically SybilGuard and its im-
provement SybilLimit can be implemented directly into our architecture to re-
duce the number of Sybil nodes that are accepted. Nonetheless, since the en-
forcement mechanisms are coupled with reputation assessment mechanisms, we
are also interested in countering reputation attacks. In the current section we
show how reputation mechanisms built on top of the proposed network can be
made Sybilproof. A reputation mechanism is Sybilproof if the function it uses
to calculate the reputation of an agent, taking as input the values of the edges
in the contact graph, satisfies the conditions in the following theorem extracted
from [Cheng and Friedman, 2005]:

Theorem 5.4.1. A reputation calculating function is of the form f(s,t) =
mazxpep, ,g(P), where g is a function that goes from paths to real numbers.
The function calculates the reputation of an identity t from the point of view of
s. Such function is Sybilproof if:

1. (Diminishing returns) For all paths p, if p' is an extension of p, then
9(0') < g(p).

2. (Monotonicity) g is nondecreasing with respect to the edge values.

3. (No splitting) Given a single path p from s to t, if we split p into two paths
p1 and ps each from s to t, then max(g(p1),9(p2)) < g(p) (the theorem
assumes that an edge in the graph with an associated value v can be split
into two edges with associated values vi and vo Tespectively, as long as
v =11 +v9).
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5.5 Existing Reputation Mechanisms

This section describes the most influential reputation assessment algorithms in
the literature. For each of these algorithms we analyse their robustness against
the malicious attacks in Section 5.4, and the complexity measured in messages
that they send.

5.5.1 Bin Yu and Munindar Singh

Yu and Singh’s work [Yu and Singh, 2000] is one of the first in the area of dis-
tributed reputation systems. They use a network of trust relations in order to
propagate the reputation measures. Agents rate other agents after direct inter-
actions (becoming witnesses of one another), forming an interaction trust graph.
In order to assess the reputation of an agent with whom one has not interacted
directly, the paths in the trust graph are used to calculate the reputation. Yu
and Singh propose a simple algorithm to aggregate these trust measures into a
reputation measure. This mechanism takes into account the reputation of the
agents rating the agent being assessed. This follows from the assumption that
peers that act positively will give positive feedback. This assumption opens the
door to reputation attacks, such as collusion, badmouthing, and Sybil attacks.

Their approach does not tackle many of the known attack schemes since
it was not in their scope to tackle these issues. They even admit that their
approach does not incentive co-operation among agents, since a bad initial repu-
tation is confirmed through negative actions. Badmouthing, ballot-stuffing, and
collusion attacks are not dealt with. Nonetheless, they do tackle the dynamic
personality issue by giving a larger weight to negative interactions than to pos-
itive interactions. Thus making an agent gain reputation slowly but loose it
quickly.

Furthermore, they do not mention how agents are identified, but they do
describe their system as a totally distributed one. We assume that no certifica-
tion authority is present, thus making whitewashing and Sybil attacks possible.
Their approach is definitely not robust against these attacks. Firstly because
negative reputations are possible and a new agent has an initial reputation of
0, which makes whitewashing attacks fruitful for malicious entities. Secondly, if
identifiers are cheap, a Sybil attack is possible. The system presented cannot
be shown to be Sybilproof since it does not satisfy the no splitting property in
Theorem 5.4.1 of Sybilproof systems.

Finally, their approach seems to be very costly, since the reputation values
are spread through the network through a flooding policy. Furthermore, the
turnover issue is not mentioned in their work. Nonetheless, an analysis of their
work shows that the reputation values would not degrade much from agent
turnover since the maximum valued paths to the witnesses are used.
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5.5.2 Aberer and Despotovic

Aberer and Despotovic propose a decentralized trust management system in
[Aberer and Despotovic, 2001] where all feedback from interactions is stored in
a P-Grid DHT [Aberer et al., 2003]. In order to avoid feedback loss from the
probability of having a malicious peer manage the keys for the feedback about
it, feedback is replicated accross multiple peers. The basis for their approach to
detect malicious peers is that they will be complained about by many peers.

Their approach is robust to badmouthing attacks since filing complaints is
detrimental to the peer’s own reputation if other peers have been complaining
about the peer. Although in their experiments, malicious peers do not execute
badmouthing attacks, they just return random data when queried as witnesses.

Their approach can have problems with ballot-stuffing attacks, since every
agent p can file a complaint about ¢ at any time. By not providing a mechanism
that checks that a complaint is legitimate, ballot-stuffing attacks can be executed
easily.

Turnover is tackled by normalising the number of complaints depending on
the frequency that the witnesses are found on the network. This normalisa-
tion makes the reputation calculating algorithm robust against peer turnover.
Nonetheless, such normalisation does nothing to prevent ballot-stuffing attacks.

In [Aberer and Despotovic, 2001] no mention is done to whitewashing. From
the analysis of their approach one can see that a peer would easily escape a
bad reputation by changing its own identity. Furthermore, no mention is made
about a collective of peers trying to subvert the system through collusion or
a Sybil attack. A close look at their decision algorithm shows that the trust
of the witnesses is assessed and the trust on a peer depends on the trust on
the witnesses of interactions with that peer. This heuristic is based on the
assumption that a reputed peer does not act maliciously when giving feedback.
Since this assumption does not hold for collusion or Sybil attacks, we believe the
approach described is not robust against these attacks.

The work in [Aberer and Despotovic, 2001] presents an attack by malicious
peers that do not always cheat, just a percentage of the time given a cheating
probability. The results from those experiments show that such malicious activ-
ity hinders the correct functioning of their algorithm. Such findings lead us to
believe that their algorithm is not robust against dynamic personality attacks.

The main issue the approach by Aberer and Despotovic tackles is cost. Their
algorithm uses a DHT based on P-Grid in order to store and retrieve the feedback
from the peer whose trust is being assessed. In the complex algorithm the DHT
is queried w + 1 times, where w is the number of witnesses (i.e., partners) of
interactions with the peer being assessed. Therefore, an interaction has a cost
of O((w + 1)logn) where n is the total number of peers. This approach has a
cost that is larger than that of our approach by a small factor, since the number
of witnesses is small compared to the number of agents in a system.
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5.5.3 Eigentrust

Eigentrust [Kamvar et al., 2003] is a distributed algorithm to calculate the global
transitive trust on each agent of the network. The transitive trust is calculated
through the left principal eigenvector, which can be approximated via a random
walk to reduce the complexity of the distributed algorithm. The algorithm is
further modified to add a probability to crawl through the pre-trusted peers.
Kamvar et al. assume that there will always exist a set of peers that are trustable
and known to all. In order to further secure the algorithm, each reputation
measure is stored in a replicated DHT, where each reputation value is stored
by m peers. This way malicious peers cannot easily modify the results of the
algorithm.

Eigentrust is robust to ballot-stuffing since they normalise the local trust
values of agents. This normalisation spreads an agent’s trust through all the
other agents in the network so that all trusts add up to 1. Ballot-stuffing is
impossible in this scenario.

Eigentrust does not tackle the whitewashing attack in a satisfactory way. All
new peers have an initial trust value of 0. The article mentions two mechanisms
to choose a partner peer: deterministic and probabilistic. In the deterministic
approach, the peer with the highest reputation is chosen. This approach is
robust against whitewashing attacks, but new peers are never allowed to gain
reputation and the load balancing of the network is severely compromised. The
probabilistic mechanism chooses a peer with a probability that is proportional to
its reputation, with a 10% probability a peer with trust equal to 0 is chosen. This
approach allows new agents to gain reputation and maintains the load balancing
property while opening a small (i.e., 10%) door to whitewashing attacks.

Turnover is not tackled by the Eigentrust article. Their experiments are run
with a low number of peers that do not leave the network. The authors of the
algorithm do mention that the DHT in which the reputation values are to be
stored ought to have a mechanism so that these values are not lost when a peer
leaves the system.

Collusion by a group of agents with badmouthing techniques is tackled
through the use of a pre-trusted set of peers. In order to do so, the authors
of Eigentrust assume that

“... there are some peers in the network that are known to be trust-
worthy. For example, the first few peers to join a network [...], since
the designers and early users of a P2P network are likely to have less
motivation to destoy the network they built.”

Later on they acknowledge that it is important that no pre-trusted peer be a
member of a malicious collective, as this would compromise the algorithm. The
effectiveness of the trust algorithm should not rest on the existence of pre-trusted
peers.

The Eigentrust algorithm does not tackle dynamic personality attacks. Kam-
var et al. do mention the posibilty of a peer returning a percentage of valid files
in order to fool the reputation system, and their approach is robust against
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this type of attack. Nonetheless, since they use the whole history of feedback
to calculate reputation, their algorithm is very likely to suffer from dynamic
personality attacks.

The issue of Sybil attacks is bypassed by mentioning that a cost could be
added to generating a new identifier, such as CAPTCHAs[von Ahn et al., 2003]
of identifying the text in an image. Nonetheless, attackers have been known to
bypass such measures by reposting them in fake sites so that humans trying to
gain access can solve them. Furthermore, their algorithm is symmetric, which
has been shown to not be Sybilproof.

As for the complexity of their approach, each time a peer searches for a file
it must assess the reputation of all the peers that respond to its query. Since
the reputation value is stored by m peers each reputation assessment consists
of 2mlogn messages, where n is the total number of peers in the network.?
Furthermore, each time feedback is given, another m logn messages have to be
sent. Finally at the end of each round the reputation must be recalculated, at
which point rn log n messages are sent to update the reputation values, where r is
the number of rounds needed for the algorithm to converge (each round all peers
send each other the current reputation values). Therefore, we can conclude that
the complexity of Eigentrust is O(nlogn) which is higher than our approaches
(see Sections 5.6.1 and 5.6.2).

5.5.4 Reciprocative decision

In [Feldman et al., 2004a] the authors describe various mechanisms for assessing
the reputation of other agents based on what they call “reciprocative decision
functions”. The reputation mechanism is aimed to work in file-sharing P2P
networks in which an agent cannot know whether the server from which they
are requesting a file has defected when it ignores the request. An interaction in
their context consists of an agent requesting to download a file, and the server
deciding whether to share it or not. The interaction outcomes have been mod-
elled according to a generalised prisoner’s dilemma (GPD) that is asymmetric
but maintains the social dilemma.

A reciprocative decision function calculates the normalised generosity of the
agent being assessed and compares it to its own generosity. The generosity
is calculated as the ratio of the number of provided services to the number
of consumed services by an agent. In order to tackle the different problems
associated to reputation mechanism, they propose some modifications to the
basic reciprocative decision function.

The first problem is the difficulty of getting enough feedback about other
agents due to the large number of agents and the inherent turnover. To solve
this Feldman et al. propose a server selection mechanism in which agents store
the list of agents they have served in order to select them in the future and
allow for reciprocation to happen. The other solution they propose is having

2The number of messages needed to store and retrieve a value from a DHT is assumed to
be logn, as in CAN, Chord, or P-Grid.
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a shared history implemented through a DHT. In our approach the feedback is
spread through the paths used to deliver interaction requests, after which we
use a private history approach in which each agent has access to its own data.
By spreading feedback in this way we also tackle the same problem without the
inconvenient of deploying a shared history. These are the overhead in memory
access and the possibility of shared history attacks.

The second problem they tackle is collusion via ballot-stuffing. As they men-
tion in their article, a shared history is vulnerable to these types of attacks.
They propose to use a subjective measure of reputation based on maxflow (i.e.,
finding the path with the maximum reputation “flow”), thus making their al-
gorithm robust to simple ballot-stuffing attacks. Nonetheless, the mechanism is
not robust against more complex attacks such as the “mole” attack (i.e., one
agent provides correct service while ballot-stuffing about its colluding partners).
By studying the maxflow algorithm, one can see that it is not Sybilproof as it
adds the values of different paths instead of returning the maximum value. Our
approach, which is a modification to maxflow that is Sybilproof, does not suffer
as much from shared history attacks because it uses a private history approach
and a fraud detection mechanism. Furthermore, we use the personal similarity
measure to verify the validity of feedback, which prevents mole attacks. For a
mole to be effective in our system, it would have to give feedback about other
agents that is similar to ours and positive feedback about its colluding partners,
which is very costly.

Another issue they tackle is badmouthing. In their system a badmouthing
attack is detected by the difference in feedback from the interacting agents.
This is easy in the system they study because there are only two outcomes: file
provided, or file not provided. When such inconsistencies are found the feedback
given by the agent closer to the assessing agent is believed. In our case, we tackle
badmouthing through the similarity measure.

Feldman et al. also provide a mechanism for countering whitewashing attacks
— the “Stranger Adaptive” policy. This policy decides whether to interact with
a stranger (i.e., an agent for which no feedback is found) based on previous
interactions with strangers. The issue with this approach is that new agents
joining contemporary to many whitewashing attacks will not receive cooperation.
Our approach is more targeted, and only new agents in the same area as other
whitewashers would suffer the consequences of such attacks.

Finally, they tackle dynamic personality attacks by maintaining a short-term
history. This mechanism is also implemented in our approach with the extension
of dynamic history windows as seen in [Xiong et al., 2004].

The work on the reciprocative decision function does tackle the complexity
issue lightly. They mention that the maxflow algorithm is O(V?3), where V is
the set of vertices in the graph, but they provide a heuristic algorithm that has
a constant time. They do not mention the associated cost to operating a DHT.
Assuming that the heuristic algorithm provides a quick answer, it would have
to access the DHT as many times as nodes in the network it would check. No
estimate is given for the number of times the DHT would be accessed in their
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work. Since the maxflow algorithm searches through all the paths, we could
assume that the data associated to each node in the graph would be accessed.
Assuming that the DHT has some sort of mechanism for duplicating data in
order to counter the attacks of colluding agents, the cost in DHT messages per
assessment would be O(r - nlogn), where r is the replication factor. In their
system the only agent assessing the reputation is the server. Therefore the
cost per interaction would be O(r - nlogn), which is larger than the one of our
approach, which is O(Inn).

5.5.5 Peertrust

Peertrust [Xiong et al., 2004] is a comprehensive approach to a decentralised rep-
utation algorithm. Xiong and Liu propose different techniques to calculate the
reputation and compare them through experiments. Their personal similarity
measure (PSM) is based on the assumption that the credibility of a peer’s feed-
back is proportional to the similarity to one’s own feedback. Instead of assuming
that the credibility depends on the reputation as a partner. Therefore, their al-
gorithms that use PSM are robust against badmouthing attacks and collusion
among different peers.

Their algorithms are also robust against ballot-stuffing because they calculate
the average satisfaction and not the accumulated satisfaction. Therefore, more
quantity of feedback will not necessarily improve the reputation, it is the quality
of feedback that counts. The algorithm uses a dynamic window in order to
tackle dynamic personality attacks. The reputation is calculated for a short and
a longer window of time. If the short window value goes below the long window
vale, the short value is used. Therefore, reputation becomes hard to build up
but easy to destroy.

Nonetheless, their approach cannot fight against whitewashing or Sybil at-
tacks satisfactorily. Xiong and Liu assume that a certification authority (CA)
exists, which introduces a centralised component that breaks the P2P scheme.
Even if they used an identification scheme without the centralised component,
they do not mention what the reputation algorithm returns for a peer without
any feedback. If the value returned is the minimum possible reputation, the
whitewashing issue would be tackled but new peers would never be able to gain
any reputation since nobody would ever interact with them. In Section 5.6.1
we present a modification of this algorithm that is made robust to whitewash-
ing attacks. As for Sybil attacks, Peertrust PSM algorithms may have a good
chance since they do pretty well with up to 70% of colluding peers. Nonethe-
less, a successfull Sybil attack could reach a higher percentage of the network,
for which no information is given. Furthermore, the colluding peers always give
false feedback (i.e., good feedback to malicious peers, and bad feedback to hon-
est peers) making them easily detectable by a PSM algorithm. In a Sybil attack,
some peers could act as moles by giving correct feedback for everyone in order
to have a high credibility but giving false feedback about some malicious peers,
in which case the PSM metric may not be successful.

Peertrust tackles turnover by having all feedback stored in a replicated DHT.
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Feedback is stored in 7 different peers in the DHT. When the feedback is retrieved
all r peers return it. This replication serves two purposes: to stop malicious peers
from falsifying the information in the DHT, and to be robust in high turnover
environments.

Peers in Peertrust form a DHT where feedback is stored and retrieved from,
thus there is a cost in trust assessments. The cost for a query or a storage
operation in a regular DHT is O(logyn). In order to prevent malicious peers
from removing feedback from the DHT, the data is replicated in different nodes.
Therefore, the actual cost per DHT operation becomes O(r-log, n), where r is the
replication factor. If the designer wanted to make feedback removal impossible,
he would have to set » = n. In this case there would be no need for peers to query
the DHT for feedback, since all peers would have a copy of all feedback, but a
storage operation would have a cost of O(n). Furthermore, setting such a high
value of replication would become a burden to peers, which would store too much
data. Finally, each trust assessment requires p + 1 feedback requests, where p is
the number of partners of the peer being assessed, thus the cost per assessment is
O((p+1)-r-logyn) when r < n and O(1) when r = n. Summing up, the cost per
interaction includes: the number of assessments of potential targets ¢; the request
and acknowledgement messages; and the feedback storage operations (two in the
worst case). When r < n, this cost is O((t+1) - (p+1)-r-logyn+2-r-logy n+2)
which becomes O(r-n?-log, n) when the potential partners and previous partners
are the whole set of peers. When r = n the cost in messages is O(n).

5.5.6 Repage

Repage [Sabater-Mir et al., 2006] is a sophisticated mechanism that uses cogni-
tive science to model other agents. The main difference with other approaches
is that it uses a meta-reasoning model in which image and reputation are sep-
arated. According to cognitive science, image is what an agent truly believes
about another, based on its own experiences and the experiences of others, and
reputation is a meta-model based on what the society as a whole thinks about a
specific agent. The other models described so far in this section do not make this
distinction, thus not allowing for a contradiction between image and reputation.
Another difference is that the reputation of an agent is presented as a fuzzy set,
as opposed to a single value as in other approaches. This allows the agent to
have richer models of others, e.g., 2/3 of the time it is a neutral partner and 1/3
of the times it is a good partner. Nonetheless, the author’s effort in providing
a sophisticated cognitive science model based on what humans do has the in-
convenient of not taking into account the threats that are endemic to electronic
societies, such as whitewashing and Sybil attacks, which are made possible when
identifiers are free, something that does not happen in human societies.

Badmouthing is tackled satisfactorily because Repage makes separate assess-
ment on agents as interacting partners and as informants. An assessment of
a partner that uses information from informants, weights this information ac-
cording to the assessment of the reliability of these informants. This makes
badmouthing attacks fruitless.
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The Repage architecture does not provide a mechanism to avoid ballot-
stuffing attacks. Agents are allowed to share whatever information they like.
An agent’s image as an informant can be degraded by issuing information that
is not reliable. Therefore, ballot-stuffing could only be used to further improve
the reputation and image of an agent with an already good reputation or image.
This could be used to launch a dynamic personality attack. Nonetheless, repage
tackles dynamic personality attacks by using a fuzzy set model of the peers. If
the peer does many different actions this is reflected in the fuzzy set description.

Repage does not deal with the turnover problem since it has been designed
for a multi-agent system in which all agents are assumed to be present all the
time. Nonetheless, Repage can base its decisions solely on the information it has
gathered in the past. Therefore, if some agents are no longer present, no new
information can be gathered from them but the agent is still able to make its
assessments. Furthermore, whitewashing and Sybil attacks are not dealt with,
since the algorithm assumes that there exists a mechanism to prevent identity
changes and false identity creation.

The work mentions that Repage is able to assess the reputation on a group
of agents. This functionality assumes that the group being assessed is known
beforehand. In the case of collusion, the colluding group will not advertise
themselves. Therefore, it is hard for an agent to assess the reputation of a
colluding group if it does not know which agents are part of it. The complexity
of their algorithm is high in two ways. Firstly, the computational complexity
of the algorithm that calculates the values for image and reputation is high
since they use a fuzzy set approach with many values. Furthermore, Repage is
integrated into the agent architecture as a model that gives complex information
to the planner in order to help in the decision making. Secondly, the algorithm
queries the agents in the system every time it wants to assess trust.

5.6 Proposed Reputation Mechanisms

This section presents two new reputation mechanisms that have been developed
as part of this thesis to take the most advantage of the underlying contact
network in our model. Specifically, they take into account the information given
in the request routes as input to the reputation algorithm.

5.6.1 Route Enhanced Peertrust (REPT)

The reputation mechanisms defined in Section 5.5 are not robust against white-
washing attacks unless they use some sort of centralised identification scheme.
Nonetheless, robustness against whitewashing can be achieved in a totally dis-
tributed manner by taking advantage of request route information. In this
section we show how the Personal Similarity Measure (PSM) in Peertrust
[Xiong et al., 2004] (see Section 5.5.5) can be made robust to whitewashing by
using that information.
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In our approach we modify the personalised similarity metric (PSM) of
Peertrust so that it takes into account information about the request route to
tackle whitewashing attacks.®> We have used this metric because it has been
shown to work well under badmouthing, ballot-stuffing, collusion, and dynamic
personality attacks [Xiong et al., 2004]. Furthermore, Peertrust does not base
its robustness on assumptions that need not hold (see Section 5.5.5).

Given an environment e, let P(a,e) = {a’ € A, | Ias,ar,{j,ai,at,p)) €
ale) ((a; =aNar =d')V(a; =a ANay = a))} be the set of partners of a i.e.,
the agents that have sent an acknowledgement to a or received one from a (A,
is the set of agent identifiers present in the environment e, «(e) is the set of
acknowledgements in e, a; is the initiator and a; is the target), CP(a,d’,e) =
P(a,e) N P(a’,e) denote the common set of partners of a and o', and S(a,d’,e)
be the ratio between the sum of feedback values in feedback from a about a’ and
the number of acknowledgements where a and a’ are partners.*

The PSM metric adapted to our scenario, without taking whitewashing into
account, is shown below. The first parameter denotes the peer assessing the
trust, the second parameter denotes the peer whose trust is being assessed, and
the third is the environment over which the assessment is taken. When the
denominator is 0, Tpgys cannot be calculated.
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Sim is defined as the root-mean-square similarity between the complaint rate
vectors of the two peers:
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The original Peertrust PSM is further modified to handle whitewashing by
using feedback from interactions whose requests had been forwarded by any
of the forwarding routers of the current request. This approximates the trust
in the initiator by using information of previous interactions routed by those
routers that trust the initiator. This variant is used when Tpgy; cannot be
calculated. Given an environment, let RP(a,e) denote the set of routed partners
in interactions where the request was forwarded by a; let RS(a,e) denote the
routed satisfaction, i.e., the ratio of the sum of feedback values in feedback where
the request was forwarded by a to the number of acknowledgements where the
request was forwarded by a; let CP(a, A’, ) denote the common partners, i.e.,
intersection between the set of partners of a and the set of partners of any peer in

3These modifications could be applied to other trust algorithms too.
41f there are no acknowledgements, S(a,a’,e) = 1.
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A’; and let S’(A’, a, e) denote the ratio of the sum of feedback values in feedback
where any peer in A’ was a partner of a to the number of acknowledgements
where any peer in A’ was a partner of a.?

The following equation describes the trust assessment metric adapted to han-
dle whitewashing. The first parameter denotes the peer assessing the trust, and
the second parameter is the set of routers that have trusted the assessed peer.
If the denominator is 0, Ty w returns 1.

Z RS(a,,e) x Sim/(a, RP(a,,e),€)
arEA,

Tww(a, Ar,e) =
Z Sim'(a, RP(ay,€),e)

ar€A,

Sim’ is defined as the root-mean-square similarity between the complaint
rates vector of the first peer and the accumulated complaint rates vectors of the
peers in the second set:

3 <S(a,ap,e) - s'(Acap,e)>2

apECP(a,A’ e)

. / !/ — .
Sim'(a, A’ e) =1 |CP(a, A, ¢)|

Algorithm 2 shows how the router assesses whether to block a request or not.
Notice that the whitewash-handling modification is only calculated when there
is insufficient data to calculate the original metric. Furthermore, the metric
is calculated in both directions: from the point of view of the request target
assessing the initiator and from the point of view of the initiator assessing the
target. Both assessments are combined to assess the satisfaction probability of
the request for both agents.

In this approach, the agents only use their local environment to make as-
sessments. Therefore, the only cost is that associated to the interaction pro-
tocol illocutions. The cost for routing requests through a network depends
on both the routing mechanism and the network topology. Nonetheless, in
the worst case scenario the cost of sending the request is O(n) where n is
the number of peers in the network. According to the behavioural proper-
ties in Section 5.3.1, since acknowledgements and complaints are only sent to
the recipients in the request route, the complexity remains O(n). Nonethe-
less, scale-free graphs have been shown to have a diameter d = Inlnn
[Bollobds and Riordan, 2004], and small-world graphs a diameter d = Inn
[Nguyen and Martel, 2005, Martel and Nguyen, 2004]. Given that social net-
works are believed to possess both small-world and scale-free properties, we can
assume that, given a good routing algorithm, the complexity of our model will
be O(lnn).

51f there are no acknowledgements, RS(r) = 1 and S'(W,p) = 1.
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Algorithm 2: The trust assessment algorithm for routers

Inplﬂ; <]7 Qg At <<111, az, ..., a’n>7 Abv AT‘>>
Input: ec E
Output: assessed satisfaction probability
if Tpsnr(ag,a;,e) can be calculated then
ti — Tpsm(at, ai,e);
else
A —{ai]ll <i<n}
Ap = Ap\ (AU A,);
ti «— Tww(a¢, Af, e);
end
if Tpsar(ar,at) can be calculated then
ty — Tpsn(ai, ar,e);
else
ty TWW(aia {an}v 6)7
end
return t; - ty;

© 00 N O A W N

e e e
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5.6.2 Sybilproof Routing Mechanism (SRM)

In order to develop a Sybilproof routing mechanism we have chosen to satisfy
all the requirements in Theorem 5.4.1. This section shows an algorithm that
does this. In this algorithm the definition of an edge value must satisfy the
restriction on edge splitting by which the values of the new edges must add up
to the original edge.

In our model, the value that best matches this restriction for an edge going
from agent a to agent a’ when assessed by agent a, is the following: let F’ be
the set of feedback illocutions sent by the a, where a appears in the request
route, the edge value is the ratio of the sum of feedback values in those feedback
illocutions in F” where a forwarded the request to a’ to the sum of feedback
values in the feedback illocutions in F”. Let the function v: AX Ax AXE — R
represent the value of the edge going from the first agent to the second agent,
when assessed by the third agent in a given environment, defined mathematically

as
>

v'ev’

E U//

eV’

v(d',a" aq,e) =

where V' = {v | 3({j, a;, as, D), aq,v) € €|o (o’ had forwarded the request to a”’)}
and V" = {v | 3({j, a;s, at, p), aq,v) € €| (@’ had forwarded the request)}. This
edge value allows edge splitting. It is Sybilproof since it satisfies the restriction
that all resulting edge values add up to the original edge value. By splitting an
edge, the request (and thus the feedback) will travel through only one of the
created edges.
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The reputation mechanisms described as Sybilproof in Theorem 5.4.1 calcu-
late the reputation from a set of paths from the calculating agent to the agent
whose reputation is being calculated. In the interaction protocol proposed in
Section 5.2 there is no such aggregation of paths, since the interaction request
only needs to find one path p from the initiator to the target. In order for our
mechanism to be Sybilproof as defined in Theorem 5.4.1, the path of forwarders
that the request travels towards the target must be the one with the maximum
g value. The router selection, when forwarding, must guarantee this. In order to
guarantee this the router being selected must maximise the g value of the path
out of the available ones. If there is a tie the one closest to the target will be
chosen.b

There are many functions g that satisfy the requirements to become part of
a Sybilproof reputation mechanism. We have chosen min because it is shown
to be robust to simple collusion (or ballot-stuffing) in [Feldman et al., 2004a] as
part of the maxflow algorithm. In that work they also provide a modification of
the maxflow algorithm that is robust to badmouthing (i.e., giving bad feedback)
in which closer entities are believed more than farther entities. They can do this
in their system because badmouthing can be detected as a conflict in feedback,
whereas in our case feedback is totally subjective and cannot be verified.” Fur-
thermore, we cannot use a g function that gives higher weights to edges that are
closer to the target, since we would not be able to guarantee that the routing
algorithm would find the maximum path, since the routing agent does not know
how far away from the target it is.

As in REPT (see Section 5.6.1) agents using the SRM algorithm only take as
input the local environment of the agent. Therefore, the cost asociated to SRM
is that of the illocutions sent due to the interaction protocol. This allows us to
prove that the cost is O(lnn).

5.7 Analytical Comparison of mechanisms

The previous sections have shown how some of the most influential work in the
reputation research area tackles the different security issues that can hinder the
precision of a reputation algorithm. In this section we summarise the results from
the comparison. Table 5.1 presents whether each algorithm described tackles
each of the issues, where BM stands for badmouthing, BS for ballot-stuffing,
Col for collusion, DP for dynamic personality, WW for whitewashing, Syb for
Sybil, TO for turnover, Ml for mole and Cost for itself. The last column (Sec)
provides the number of the section where the mechanism has been described.
In the case of the cells for the different adversarial attacks, Y means that
the algorithm is robust to the attack, and N means that it is not. Some cells
have special markers beside the Y which we now explain. Y* means that the

SThe shortest path heuristic reduces the number of illocutions being sent when compared
to a random choice. Nonetheless, one could use other heuristics.

7although there could be a conflict in the feedback illocutions sent by the same agent to
different recipients, we do not take this possibility into account for our work.
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robustness is based on the assumption that an agent with good reputation as a
partner will return correct feedback, which need not always hold. Yt bases its
robustness on the assumption that there are a set of peers that can always be
trusted to give correct feedback, be them the oldest peers in the network or the
ones with the highest reputation. This assumption also need not hold. Y1 bases
its robustness to whitewashing in giving new agents the lowest possible reputa-
tion, in which case no one will ever interact with them incurring in a bootstrap
problem. At most they allow a certain random probability of interacting with an
agent with the worst possible reputation, which makes the algorithm not robust
to whitewashing. Ne means that it is not robust since the algorithm assumes
that there exists a mechanism to guarantee identification of agents, thus not
allowing identity change or creation of multiple identities. Finally, N/A means
that the algorithm could not be analysed for that specific property.

Table 5.1: Summary of the attributes for the different reputation algorithms

’ \BM\BS\CO]\DP\WW\Syb\TO\ Ml \ Cost \ Sec ‘
YS N N N Y N N Y N N/A 5.5.1
AD Y* | N | N N N Y N O(wlogn) | 5.5.2
ET | YT | Y | YT | N | YT | N | Y| Y | O(nlogn)| 553
RD Y | Y| N|Y Y N Y N | O(rnlogn) | 5.5.4
PT Y Y Y Y N N Y | N/A | O(rnlogn) | 5.5.5
RPG | Y | N | N | Y | Ne | Ne | N | N/A N/A 5.5.6

REPT | Y Y Y Y Y N Y Y O(lnn) 5.6.1
SRM | Y | Y| Y |Y Y Y Y Y O(Inn) 5.6.2

5.8 Agent decisions

Agents make decisions during the interaction protocol. The decisions they make
are the following: choosing a target for a request, choosing a certifying peer
to which to forward a request, deciding whether to forward, block, discard or
re-route a request, acknowledging a request, giving feedback for an interaction
or not, and the feedback value for an interaction.

The model only observes the actions of agents, although it is reasonable to
assume that agents decide according to the past history of events. In which case
agents would be better off using a reputation mechanism which is robust against
the different attacks defined in Section 5.4. What we do in this section is to
define the properties that the agent decision making machinery must satisfy so
that there is no change in the robustness of the reputation mechanism provided.
Furthermore, we describe the consequences of the different decisions of an agent
in our framework.
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Choosing the target. The first decision that is made in an interaction proto-
col is choosing the target agent. The initiator selects a target agent from the set
of certified agents. Although we make no assumption about how this decision
is made, we do know that the agent cannot use the REPT and SRM reputation
mechanisms, since at that point the agent does have route information. The ini-
tiator agent could use the PSM metric alone, but it would not be robust against
Sybil attacks.

Routing the request. When dealing with the routing decision, if SRM is
being used by the agents, there is a property to be satisfied: the maximum value
path selection. As shown in Section 5.4.7 the path of forwarders in the request
route that reached its target must be the one with the maximum value in order
for the reputation mechanism to be Sybilproof.

Definition 5.8.1. Given a set of agent identifiers A, a set of content iden-
tifiers I, an environment e, an agent with identifier a € A, and a function
for calculating the value of a path g, a behaviour ¢ is said to be route maz-
imising for agent a, if all the interaction requests it forwards are forwarded
to an available agent that maximises the route value. i.e., (t(a,a’,e) =
(a,d, (j, ai, ar, (a1, a2, ....;an),b,71))) Na, ¢ bUrr) — (Va, € A. (a €
Ae‘ap Ag({{ar,az,...;an),b,r7)), ar, ) > g({{a1, az, ..., ap), b, 77)), as, e))).

An agent can have a route maximising behaviour by always forwarding to the
neighbour agent through which the target agent has gained most satisfaction.
But this can be very inefficient from a routing point of view, since routing
the request through an edge which does not have the highest value does not
reduce the value of the path if a previous edge has an even lower value. By
adding information of the edge values in the request route, an agent would have
more options when choosing the agent to which to forward, which would allow
an increase in routing efficiency. This information could be easily added to a
request route. Tampering would be avoided by the same encryption techniques
described in Section 5.4.1. This information has not been added to the request
routes in the experiments.

If an agent’s behaviour is not route maximising, then the reputation mech-
anism is not proven to be Sybilproof. Nonetheless, the mechanism can still be
value Sybilproof [Cheng and Friedman, 2005]. This means that a Sybil strategy
would not be able to increase a Sybil node’s reputation, but it would be able to
decrease another agent’s reputation. A malicious agent may have an incentive
to do this if it was competing against the request initiator to interact with the
request target. Imagine that Andrew wants to sell a car to Beatrix and Claude
is also a car salesman. If Andrew manages to send a request to Beatrix and
she acknowledges it, chances are that Claude will not be able to sell the car
to Beatrix. If the request happens to be routed through Claude, he can use a
non-route maximising behaviour so that Andrew’s reputation is reduced, thus
hoping that the request will not be acknowledged.

There is a side-effect to this behaviour that is not route-maximising, which
is detrimental to Claude. If Claude manages to get Andrew’s request discarded
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by Beatrix, and upon sending his own request it also gets discarded, then there
is no satisfaction added to any of the edges coming out from Claude. Therefore,
Claude’s reputation remains lower than it would have, had Andrew’s request
been acknowledged and had the subsequent interaction satisfied Beatrix. It
only pays for Claude to use a non route maximising behaviour if its current
reputation is higher than Andrew’s reduced one. Nonetheless, such information
is not available to Claude, which removes the incentive for a behaviour that is
not route maximising.

The next agent decision is what to do with a request: forward, block, re-
route, or discard. We describe some properties associated to this decision: fraud
avoiding, free-riding, and coercive.

Fraud avoiding. A behaviour associated to an agent avoids fraud if it dis-
cards requests that are not correct. Furthermore, it does not take into account
acknowledgements that are not justified, feedback that is not legitimate, and
any illocution that has been tampered with or not signed correctly. In other
words, upon receiving any of the fraudulent illocutions above, the agent aborts
the interaction protocol.

Agents executing non-fraud-avoiding behaviour only harm themselves, since
they will be the only ones taking into account fraudulent illocutions. If an
agent routes an interaction request that is not correct, the next agent can verify
that the request is not correct, and it will discard the request if its behaviour
is fraud-avoiding. A possible incentive for an agent to execute a fraud-avoiding
behaviour is to collude with other agents in order to spread fraudulent illocutions.
Nonetheless, the only agents they would manage to fool are those not presenting
a fraud-avoiding behaviour.

Free-riding. Another behavioural property for an agent is free-riding. In gen-
eral, an agent is said to free-ride when it consumes more than its fair share of a
public resource, or shoulders less than a fair share of the costs of its production.
In our scenario the public resource is the illocution request routing system. We
do not tackle the issue of free-riding by sending too many requests, but we do
tackle the issue of not forwarding the requests of other agents. For the first case
we direct the reader to currency-based routing systems that tackle this issue
[Pirzada et al., 2004]. Our model tackles the case in which an agent discards
requests that are correct, have not been tampered with, and have been signed
correctly, and it also tackles when it re-routes interaction requests which it could
have forwarded. Notice that a behaviour that blocks a request does not make it
free-riding. Blocking is part of the coercive process, as is giving feedback, and
will be treated below.

As mentioned earlier, the main motivation for free-riding is to avoid the cost
of routing interaction requests. When free-riding by re-routing, the agent is
saving up bandwidth in case the request is hard to route, i.e., the attempts to
forward the request are not fruitful, thus increasing the number of interaction
request illocutions to be sent. When free-riding via discarding, the savings are
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greater since not even the re-routed request is sent. Nonetheless, both cases of
free-riding behaviour have negative consequences to the agent exhibiting it.

Let us assume that the reputation metric described in Section 5.6.2 is being
used by the target of the request received by the router agent. In such case,
an agent’s reputation according to the target depends not only on the feedback
about it, but also on the feedback of the target agent on interactions for which
it had routed the request. Therefore, by free-riding, the router agent is reducing
the opportunities through which it can improve its own reputation.

Coercive. The last property we define in the context of routing decisions is
the coercive property. An agent’s behaviour is coercive when it blocks some
interaction requests.

We do not consider blocking to be a free-riding behaviour, since it is the
essential part of the coercive process through which agents can punish others.
By blocking a request, the blocking agent is making explicit its distrust of an
agent in the request route, or the request route as a whole. Blocking was al-
ready mentioned in Chapter 4 as an enforcement mechanism for norms. In this
chapter there are no global norms, so blocking becomes a coercive mechanism
against other agents. Blocking can change the reputation of the agent. Since
the routing mechanism chooses the highest valued path so far, blocking a re-
quest immediately makes the path value 0 and another path has to be found,
which will probably have a lower reputation value than the current one could
have. Furthermore, as in Chapter 4, if enough agents block a request it will not
be able to get delivered. If such blocking behaviour persists an agent that is
unpopular will be ostracised.

A blocking behaviour also has side-effects for the agent exhibiting it. Blocking
a request has the same side-effects as re-routing it from the reputation point of
view. By blocking a request the agent is reducing its chances of increasing its
own reputation. The difference with a free-riding behaviour through re-routing
is the explicit expression of distrust.

Giving feedback. Finally, we describe the behavioural properties that deal
with how agents send feedback. An agent that always sends feedback of its
interactions to all agents in the request route has an informing behaviour. On
the opposite end, an agent that never sends feedback about its interactions has
a quiet behaviour.

Definition 5.8.2. Given an environment e, and an agent with identifier a,
a behaviour ¢ is said to be informing for agent a, if there exist any legit-
imate feedback from a about another agent. i.e., 3{a/,a”,f) € e (f =
({4, @i, as, ({a1, a2, ..., an), byrr)), a,v) A legitimate(f)).

Definition 5.8.3. Given an environment e, and an agent with identifier a, a
behaviour ¢ is said to be quiet for agent a, if no legitimate feedback from a
about another agent are present in the environment. i.e., V(a’,a”, f) € e (f =
((4, @i, as, ({a1, a2, ..., an), b,r7)), ar,v) A legitimate(f) A (a = a; Va = a;) —

a#ay).
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Assuming that the reputation mechanism described in Section 5.6.2 is being
used by the agents in the system, agents have an incentive to give feedback about
their interactions. By giving feedback an agent is raising the reputation not only
of the agent that interacted with it, but also the reputation of all the agents that
will be routed through any of the forwarding agents of the interaction request
for which it is giving feedback. Since the reputation mechanism is subjective
(meaning that the reputation of an agent depends on the feedback previously
given by the assessing agent), the mechanism will be more precise the more
feedback has been previously sent by the assessing agent. Furthermore, if an
agent does not send feedback to the agents forwarding the interaction request,
they cannot guarantee that future requests will be routed through a reputation
maximising route.

On the other hand, by sending feedback the agent can also “annoy” the
partner agent. Even if the feedback is not sent directly to the partner agent,
the feedback can be forwarded to it. Given the fraud detection mechanisms
explained in Section 5.4, the partner agent can be sure that the feedback is
legitimate and not fraudulent. Therefore, a negative feedback can trigger re-
taliation by the agent that the feedback is mentioning. Such retaliation can
come either by discarding, re-routing, or blocking future requests coming to or
from the annoying agent, and by badmouthing the annoying agent in the future.
Discarding and re-routing would fall into the free-riding problem, which has its
own consequences, some of which have been discussed in this section. Blocking
would be a legitimate coercive measure, since the trust of the agent giving the
feedback has been reduced in the eyes of the agent the feedback is mentioning.
Finally, badmouthing would only be possible if future interactions between these
two agents took place again. Such interaction is unlikely to happen given that
both agents would have to agree to interact, specially if either of the agents has
an incompatible avoiding behaviour (see Definition 5.3.5).

Having a quiet behaviour also has side effects. An agent benefits from the
feedback of others, but since the agent already knows his subjective valuation of
an interaction, sending out feedback would incur an extra cost to the agent. This
type of problem has been termed “the tragedy of the commons” [Hardin, 1968,
Hardin, 1998] and it could also be classified as free-riding. In this case, feedback
would be the common good, which has to be maintained by all. If no one gives
feedback, the reputation mechanism has no information on which to base its
assessment. Luckily, the reputation mechanism in Section 5.6.2 establishes an
incentive for agents to give feedback. If the agent does not send feedback to
others, the route being chosen for future interaction requests may not be the
one maximising the reputation. Therefore, the reputation mechanism is not
Sybilproof for the agent having a quiet behaviour. This only affects the agent
which has the quiet behaviour, thus the incentive can prevent the tragedy of the
commons from happening, i.e., not having enough feedback to make accurate
reputation assessments.



100 CHAPTER 5. OSTRACISM UNDER UNCERTAINTY

5.9 Experiments

In this section we present the experiments that have been executed on the new
MAN model. The experiments consist on many different simulations where the
different enforcement mechanisms have been tested against the attacks defined
in Section 5.4. The attacks can be combined, and there are simulations in which
all the possible attack combinations have been tested.

In a simulation round each agent is given a chance to start an interaction
protocol by being the initiator (in the case of a ballot-stuffing attack, the cheater
is allowed to start five interaction protocols per round). The target selection is a
stochastic decision based on the assessed trust for each peer, selecting with higher
probability those peers with higher assessed trust. If the peer with the highest
assessed trust is always selected, it is hard for newcomers to build up trust since
they will hardly ever be selected as partners. Most reputation mechanisms tested
do not use routing information. In those cases the requests are sent directly to
the target, as if the network topology was complete. For the REPT and SRM
mechanisms, peers make a stochastic decision on whether to block the request
based on the assessed trust. A higher assessed trust makes for lower chances of
being blocked. Finally, once the request reaches its target, the target peer makes
another stochastic decision on whether to accept it or not based on its assessed
trust in the initiator and request route.

In order to easily calculate peer satisfaction, we have defined an interaction
as a game in which peers can either collaborate or cheat. Non-malicious peers will
always collaborate, whereas malicious peers cheat some of the times. The amount
of cheating done by malicious agents depends on the base cheating strategy
they have chosen. Non-malicious peers want their partners to collaborate and
are satisfied when that happens. When they are not satisfied they complain.
Malicious peers do not always complain when they are cheated on. In some
sophisticated attack schemes they collude with other malicious agents in order to
boost each others reputation (see Section 5.4 for the description of the adversarial
attacks).

Table 5.2 shows the variables in the simulation scenario. The Base Cheating
variables define the way a malicious agent selects its action in a joint action
when there is no other type of fraud mechanism in place, e.g., badmouthing,
ballot-stuffing, whitewashing, or colluding. The variables referring to the fraud
mechanisms indicate whether the cheating agents will be using the attack to
subvert the reputation mechanism in place. The other variables are common to
the experiments in Chapter 4 and will not be discussed again.

Table 5.3 shows the measurements taken at each experiment. These mea-
surements are taken at intervals of 10 rounds. All of these measurements have
been described in Section 3.2 except for the false positives, which has been added
to the simulation measurements in this scenario. A false positive is a term used
in medical diagnosis to refer to the case in which a patient that does not have
the disease is diagnosed as having the disease. In our scenario a false positive
occurs when the interaction attempt does not end in an interaction (i.e., the rep-
utation mechanism diagnoses that the interaction request will not bring about a
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’ Name Type
Agents 2,00
Rounds 1,00
Topology Small World, Scale Free,
Tree, Ring, Random,...
Cheater [0,1]
- Badmouthing 1, T
- Ballot-Stuffing 1, T

- Base Cheating

Always Cheat, Cheat Randomly,
Dynamic Personality:...

- Whitewashing 1, T

- Colluding 1, T

Collaborator [0, 1]

- Reputation Mechanism YS, ET, PT, cPT®
REPT, SRM.,...

Table 5.2: Simulation Variables

’ Name

Round

101

Number of Messages (msg)

Number of Joint Actions (ja)

Number of Complaints (c¢mp)

Number of Attempted Joint Actions (att)

Number of False Positives (fp)

=
z| 2| z| 2| 2| 2|3
)

Table 5.3: Simulation Measurements
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satisfactory joint action). Nonetheless, had the joint action taken place it would
have been satisfactory (e.g., the diagnosis was flawed). In order to measure the
false positives, the simulation tool runs the joint action for all requests that are
either blocked or not acknowledged and if it is satisfactory it counts it as a false
positive. The agents in the joint action choose their action but the joint action
is not added to their memory, thus it is not used to update reputation values.

These measurements are used to calculate three metrics through which the
reputation mechanisms are compared: A number of messages, A false negative
rate, and A false positive rate, where A refers to the incremental nature of the
metrics, i.e., the metric only takes into account the events that happened since
the previous measurement. As an example, the value for Amessages at round 50
would be the measurement of the number of messages taken at round 50 minus
the measurement taken at round 40. A false negative is another medical term
that refers to the case in which a patient is not diagnosed with a disease when it
is present. In the current scenario it equates to a complaint, i.e., the reputation
mechanism did not block the request and a joint action took place and was not
satisfactory. The false negative rate (FNR), described in Equation 5.1 below, is
used to measure how sensitive the treatment is (sensitivity is 1 - FNR). A high
FNR implies a high probability that a non-satisfactory joint action attempt will
be allowed to end up in a joint action. The false positive rate (FPR), described in
Equation 5.2 below, is used to measure how specific the treatment is (specificity
is 1 - FPR). A high FPR implies a high probability that satisfactory joint action
attempts will not be allowed to end up in a joint action. Therefore, an optimal
enforcement mechanism ought to have low FPR and FNR. In order to quantify
an overall efficiency of the enforcement mechanism, the error rate (ER) has been
calculated. Equation 5.3 below shows how the error rate is calculated. Both
false positives and false negatives are considered errors, since they represent an
undesirable outcome. Therefore, the error rate is the ratio of the total amount
of errors over the total amount of instances, i.e., interaction attempts.

FNR — fa.ls.e nejgatives _ cmp . (5.1)
positive instances  cmp + att — ja — fp
FPR— fals.e p(?sitives _ fp (5.2)
negative instances fp+ja—cmp
ER— false positives + false negatives _ fp+cmp (5.3)

instances att

The first set of experiments in this chapter are meant to test the reputation
mechanism performance based on the different metrics previously described. The
reputation mechanisms being tested are the ones described in Section 5.5 except
for the following: Aberer and Despotovic, Reciprocative Decision, and Repage.
The reason for not testing the first two is that the time they took to evaluate
each agent in the simulations was far too high even when the simulations were
run with very few agents. Finally, Repage does not fit our scheme, since it uses
gossip of reputation information and our model only allows direct interaction
feedback to be shared.
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The second set of experiments test how the other variables in the simulations
affect the new mechanisms proposed in this dissertation, i.e., REPT and SRM.
The variables are the number of agents in the system, the number of rounds, the
percentage of violator agents, and the different adversarial attacks.

5.9.1 Comparing mechanisms

This section presents the scenarios under which the different reputation algo-
rithms have been tested, and the results form the experiments. Two scenarios
have been used for the experiments: simple attack, and subversive attack. A
simple attack is one where the malicious agents do not try to subvert the repu-
tation algorithm in any way. That is, they do not perform badmouthing, ballot-
stuffing, dynamic personality, whitewashing, collusion, or Sybil attacks. Table
5.4 shows the simple attack experiment design. On the other hand, a subversive
attack is one in which the malicious agents try to subvert the reputation mech-
anism through any attack combination. Table 5.5 shows the subversive attack
experiment design.

Name Values

Agents 16, 32, 64, 128
Rounds 10, 20, ..., 100
Topology Small World, Scale Free
Cheater 0.125, 0.25

- Badmouthing 1L

- Ballot-Stuffing 1

- Base Cheating Always, Randomly

- Whitewashing il

- Colluding il

Collaborator 0.75, 0.875

- Reputation Mechanism | YS, ET, PT, cPT, REPT, SRM
Name Type

Messages N

Interactions N

Complaints N

Interactions blocked N

False Negatives N

Integrity Constraints Formula

Full Partitioning Cheater + Collaborator = 1.0

Table 5.4: Simple attack experiment design table

The ANOVA tests showed that the choice of reputation mechanism was sta-
tistically significant for all the outcome metrics (FNR, FPR, ER, and messages),
for both experiments.

Figure 5.3 presents a graph with the different rates for each of the reputation
mechanisms returned in the simulations under the simple attack scenario. The
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Name Values

Agents 16, 32, 64, 128
Rounds 10, 20, ..., 100
Topology Small World, Scale Free
Cheater 0.125, 0.25, 0.5, 0.75, 0.875
- Badmouthing 1,7

- Ballot-Stuffing 1,7

- Base Cheating Always, Randomly, Dynamic
- Whitewashing 1, T

- Colluding 1, T
Collaborator 0.125, 0.25, 0.5, 0.75, 0.875
- Reputation Mechanism | YS, ET, PT, cPT, REPT, SRM
Name Type

Messages N

Interactions N

Complaints N

Interactions blocked N

False Negatives N

Integrity Constraints Formula

Full Partitioning Cheater + Collaborator = 1.0

Table 5.5: Subversive attack experiment design table

1.0
FFPR
B FMR
B ER
0.8
0.6
0.4
0
Y5 ET PT cPT REPT SREM
Reputation Algorithm

Figure 5.3: Comparison of the different reputation mechanisms for simple at-
tacks.
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Figure 5.4: Comparison of the different reputation mechanisms for subversive
attacks.

Peertrust algorithms are not significantly different to one another in the FNR,
FPR, and ER results, according to the Tukey tests. These algorithms have the
lowest average ER, although they do not have the lowest FPR or FNR. REPT
has the largest FNR, and the lowest FPR, with the second lowest average ER.
The rest of the algorithms have a low FNR (Eigentrust having the lowest) but
a rather high FPR, and ER. This is due to the fact that on average, there are
more interaction protocols that would end in satisfactory joint actions than end
in complaints. Therefore, false positives are a larger part of all the errors and
influence the ER more heavily.

Figure 5.4 shows the rates for the subversive attack scenario. In this sce-
nario it is also the case that the Peertrust algorithms perform the best for the
error rates. Furthermore, REPT still has the lowest FPR and the largest FNR,
which makes its ER larger than that of the Peertrust algorithms. The other
algorithms seem to be in a similar ordering to the one for the simple attack
scenario. Nonetheless, it is worth noting that the FPR and ER went down for
YS, ET, and SRM when compared to the simple attack scenario. This could
be due to the fact that colluding peers do not complain about one another, and
there are less chances for false positives. Finally, the FNR went up for all mech-
anisms, showing that the subversive attacks were successful to some degree in
all reputation mechanisms..

The number of messages generated through each of the mechanisms had great
disparities. Table 5.6 shows the average messages sent. YS, REPT, and SRM
had the lowest number of messages, followed by ET, ¢cPT, and finally PT, which
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had the largest number of messages. The Tukey tests for both scenarios showed
that the number of messages for YS, REPT, and SRM was not significantly
different. Furthermore, the Tukey test for the subversive attack scenario showed
a significant difference among all the other reputation mechanism. On the other
hand the Tukey test for the simple attack scenario only showed a significant
difference for the regular Peertrust algorithm.

Mechanism | Simple | Subversive
YS 6.3 x 103 [ 1.4 x 107
ET 1.0 x 10 | 2.0 x 10°
PT 42x107 | 5.3x107
cPT 5.1 x 10° 3.6 x 106
REPT 2.8x10% | 1.0 x 10*
SRM 7.3 x 103 1.4 x 10*

Table 5.6: Average number of messages by reputation mechanisms

5.9.2 Analysing REPT and SRM

This section shows how the different variable settings affect the performance of
the reputation mechanisms proposed in this thesis: REPT and SRM. In order to
do this, two full-factorial experiments have been run in a subversive scenario for
each of the reputation mechanisms. Tables 5.7 and 5.8 present the experiment
design for the REPT and SRM analysis, respectively. The analysis consists on
seeing how each of the input variables in the scenario affects the performance
metrics (FPR, FNR, ER, and number of messages).

The statistical analysis for the REPT experiment showed that the input vari-
ables were statistically significant in all cases, except for ballot-stuffing, which
was not significant for the FNR outcome. As the number of agents increased
over 32 so did the FNR and the ER, and the FPR went down. Between 16 and 32
agents the trend was inverted. Simulations with small-sorld networks had larger
FNR, ER, and number of messages, but lower FPR than those simulations with
scale-free networks. Furthermore, as the percentage of violators increased so did
the FNR, FPR, ER, and the number of messages. Nonetheless, the FNR and
ER peaked at some point between 50% and 75% of violators. Finally, as the
number of rounds increased, the FNR and ER became smaller up until round 50
and 30, respectively, where the values stabilised. On the other hand, the FPR
increased up until round 30 and then stabilised, and the number of messages
was not affected by the number of rounds.

Table 5.9 shows how the different subversive attacks influenced the perfor-
mance of the reputation mechanism as quantified by the mean difference in the
false negative, false positive, and error rates. Even though the mechanism was
design to counteract whitewashing attacks, it was this type of attack that modi-
fied its performance the most. Although its performance was not always lowered.
REPT had an interesting performance against badmouthing attacks: the FNR
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Name Values

Agents 16, 32, 64, 128
Rounds 10, 20, ..., 100
Topology Small World, Scale Free
Cheater 0.125, 0.25, 0.5, 0.75, 0.875
- Badmouthing 1, T

- Ballot-Stuffing 1,7

- Base Cheating Always, Randomly, Dynamic
- Whitewashing 1, T

- Colluding 1, T
Collaborator 0.125, 0.25, 0.5, 0.75, 0.875
- Reputation Mechanism REPT

Name Type

Messages N
Interactions N

Complaints N
Interactions blocked N

False Negatives N

Integrity Constraints Formula

Full Partitioning

Cheater + Collaborator = 1.0

Table 5.7: REPT analysis experiment design table

Name Values

Agents 16, 32, 64, 128
Rounds 10, 20, ..., 100
Topology Small World, Scale Free
Cheater 0.125, 0.25, 0.5, 0.75, 0.875
- Badmouthing 1,7

- Ballot-Stuffing 1,7

- Base Cheating Always, Randomly, Dynamic
- Whitewashing 1, T

- Colluding 1,7
Collaborator 0.125, 0.25, 0.5, 0.75, 0.875
- Reputation Mechanism SRM

Name Type

Messages N
Interactions N

Complaints N
Interactions blocked N

False Negatives N

Integrity Constraints Formula

Full Partitioning

Cheater + Collaborator = 1.0

Table 5.8: SRM analysis experiment design table
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and FPR were decreased and yet the overall ER was increased. Ballot-stuffing
did not influence the FNR, but it did increase the FPR and ER. Dynamic per-
sonality attacks were effective at raising the FPR and FNR, yet the overall ER
was lowered. Finally, REPT worked better under collusion attacks, for which all
the metrics were decreased.

Attack FNR | FPR | ER
Badmouthing -104 -1.3 10.9
Ballot-stuffing ~ 14 8.9

Dynamic Personality 8.9 2.7 -2.0
Whitewashing 34.1 -8.4 15.2
Collusion -0.4 -6.4 | -28.0

Table 5.9: Results on attacks to REPT. Mean difference in percentage between
simulations with and without the attack.

The statistical analysis for the experiments on the SRM mechanism, showed
that all input variables were statistically significant for all the measured metrics.
The number of agents influenced the FNR by reducing it up to 32 agents and
increasing it after 64. It influenced the FPR by increasing it up to 64 agent and
reducing it afterwards. It influenced the ER by increasing it up to 64 agents,
after which it stayed the same. Finally, the number of messages was always
increased.

The network topology was also shown to modify the values of the outcome
metrics. The small-world networks had lover FNR and ER, whereas they had
higher FPR and number of messages. Higher percentage of violator agents
brought about higher FNR and number of messages, and lower FPR and ER.

The number of rounds also affected the metrics by decreasing the FNR,
which got stabilised after round 70, increasing the FPR, which got stabilised
after round 60, increasing the ER, which got stabilised after round 40, and
increasing the number of messages up to round 20, after which it was lowered,
but not significantly.

Table 5.10 presents the influence of the different subversive attacks on the per-
formance of SRM. This influence is quantified by the mean of the difference be-
tween the simulations in which malicious agents did not attempt the attack and
their respective counterparts where they did. SRM’s performance was not mod-
ified much by dynamic personality and badmouthing attacks. Its performance
improved under collusion and ballot-stuffing attacks. Whereas whitewashing at-
tacks triggered much higher FNR, much lower FPR, and slightly higher overall
error rates (ER).

5.10 Applications

The model and techniques in this chapter are general enough to be applicable to
most distributed applications (e.g., P2P, MAS, GRID) with some modifications.
The main modification is to create an underlying social network through which
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Attack FNR | FPR | ER
Badmouthing 0.43 | -0.39 | 4.2
Ballot-stuffing -10.1 -1.7 -6.1
Dynamic Personality | -0.69 | -5.3 | 0.71
Whitewashing 33.1 | -21.7 | 3.3
Collusion -9.7 | -16.1 | -13.7

Table 5.10: Results on attacks to SRM. Mean difference in percentage between
simulations with and without the attack.

all interactions will happen. This sections presents two applications to which
the enforcement techniques in this chapter can be applied.

The first application is LiquidPub: a distributed scientific publishing applica-
tion that aims to change the way scientific knowledge is produced, disseminated,
evaluated, and consumed [Giunchiglia et al., 2009]. In LiquidPub there are three
main entities: the scientific knowledge object (SKO) where the scientific infor-
mation is stored, the researchers which create, modify, and maintain the SKOs,
and finally an ontology of research fields. The ontology is structured as a tree,
but the SKOs and the researchers are structured as networks (For a detailed
description of the LiquidPub framework go to http://liquidpub.org). The users
in LiquidPub adopting the role of researchers can realise many actions such as
creating, modifying, or deleting an SKO. Nonetheless, it is the joint actions be-
tween researchers that interest us, since it is through these that the enforcement
techniques in this chapter can be applied. Researchers have a subjective defi-
nition on which joint actions are satisfactory (e.g., an author may disapprove
of a reviewer’s comments on its paper). Furthermore, researchers can use com-
plex adversarial techniques to subvert the reputation algorithms used to evaluate
their SKOs. These characteristics make LiquidPub an ideal candidate for the
enforcement techniques in this chapter.

The second application is a P2P messaging system. There are many imple-
mentations for this type of application in the market. The functionality provided
by most of them allows users to chat with one another, independently of their
network situation and configuration. These messaging systems also provide tools
to manage contact lists, which makes for an almost seamless integration with
the model defined in this chapter.

5.10.1 LiquidPub

This section presents how the enforcement techniques in this chapter can be
embedded into the LiquidPub system. The fist thing to be addressed is to find
appropriate matches between the entities in LiquidPub and the entities in the
model described in Section 5.1.

Each researcher in the LiquidPub system is assigned an agent identifier, thus
becoming the counterpart of an agent in the model. SKOs and the ontology
do not have counterparts in the model. The identity certifications do not have



110 CHAPTER 5. OSTRACISM UNDER UNCERTAINTY

a direct counterpart in LiquidPub, since it does not address free identifiers in
its framework. Researchers in LiquidPub are assumed to have been given an
identifier by an authority which guarantees that the researcher exists. In order
to remove this restriction we can add identity certifications either explicitly by
having researchers certify each other’s identity, or implicitly through one of its
joint actions. The easiest way to do this is to implicitly certify any researchers
identity with which one has co-authored a paper. Certification cancellations, on
the other hand, would have to be explicit, since there is no action in LiquidPub
through which it could be implied satisfactorily.

The co-authoring joint action is not the only joint action that can be executed
by researchers in LiquidPub. Researchers can also execute the following joint
actions: submit a paper to a conference, review or comment a paper, select
programme committee members for a conference, and sending call for papers for
a conference. In order to execute any of the previous joint actions, one of the
involved researchers would have to act as the initiator of the interaction protocol
and the other researcher would be the target. For example, if a conference charter
wants to select a researcher as part of its programme committee, the researcher
in charge of the charter would send a request for interaction to the researcher,
if the requests reaches its target and the researcher acknowledges it, then the
joint action can take place. By acknowledging the request the researcher does
not necessarily accept to be in the programme committee. The negotiation for
that would take place in the joint action, where one of the possible outcomes
is that the researcher becomes part of the conference’s programme committee.
After the joint action takes place, both the initiator and the target may give
feedback about the joint action. If the programme committee member takes too
long to fulfil its responsibilities, the initiator would give negative feedback about
the joint action. On the other hand, if the programme committee member feels
he had a low work load it would give positive feedback about the joint action.

The modelling of researcher reputation is a very important part of Liquid-
Pub, specially for credit attribution. The reputation algorithms designed for
LiquidPub are used mainly to evaluate the quality of a scientific knowledge ob-
ject. Nonetheless, there are also mechanisms designed to evaluate the reputation
of researchers, although it is mainly as the creator of quality SKOs. Therefore,
the reputation mechanisms present in LiquidPub, or others presented in this
chapter, can be used in the interaction protocol as part of the enforcement mech-
anism. By using the enforcement techniques in this chapter the satisfaction rate
in joint interactions would increase, even if the researchers used the adversarial
techniques presented in Section 5.4 to subvert the reputation mechanisms.

5.10.2 P2P Messaging

There are a number of applications that use P2P technology in order to get
users to communicate through the internet. Some of the best known are Skype
and MSN Messenger. These P2P networks allow users to chat with one another
either by using text messages, voice conversation, or video conference. This
section shows how the enforcement mechanisms in this chapter can be used in
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these applications.

In P2P messaging applications, most of the times conversations are held by
users that are direct contacts of one another. Nonetheless, it is possible to
start a conversation with a user that is not on one’s contact list. Conference
calls in which not all users are contacts of one another are perfect examples of
this. Furthermore, a request for becoming a contact can be sent to any user
in the system. P2P messaging applications have more functionality than this.
Nonetheless, for the sake of the example at hand, only the conversation and
contact request functionality will be taken into account. Both of these events
are mapped to joint actions in the model. When the joint action is a contact
request which is executed correctly, an identity certification is added for each
of the users. This functionality, already present in these applications, forms the
contact network as specified in the model.

The software in these applications allows a user to specify whether or not she
wants to allow other users not on her contact list to start a conversation with
her. This measure in itself is a type of distributed enforcement. The enforcement
mechanisms presented in this chapter can also be used in such types of networks,
by having the joint actions (conversations and contact requests) embedded in
the interaction protocol described in this chapter. This would mean that the
user’s software would have to send a request through the user’s contacts for
every conversation and contact request. Furthermore, the user would be allowed
to complain about joint actions which she did not consider satisfactory. The
enforcement mechanisms presented in this chapter could be applied by the users
in order to reduce the amount of undesired behaviour (e.g., spam) to which they
are exposed.

5.11 Discussion

This chapter defines a model for peer enforcement that can be used in situa-
tions where there is too much uncertainty for the model in Chapter 4 to be
applicable. These situations include scenarios in which the network topology is
dynamic, when there is open access for new agents with free identifiers, where
the modelling of a relationship between agents is a directed one, where the def-
inition of a satisfactory interaction is subjective and potentially different for
each agent, or where the malicious agents exhibit complex behaviours in order
to evade punishment. Therefore, the model and techniques presented in this
chapter are suitable to many more real-life applications. Two of the potential
applications have been described in Section 5.10.

The description of the model in this chapter is more detailed, since it is
intended to be applicable for networked applications. Therefore, special consid-
eration has been taken in describing the means by which encryption techniques
can be used to prevent data fraud. As in Chapter 4, there is an analysis of the
amount of complaints that can be achieved. Nonetheless, there is a problem
with the results in that they give upper bounds on the number of legitimate
complaints based on the number of certified agents. This made perfect sense
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in the previous chapter, where the agents were not allowed to change identities,
nor where new agents allowed into the system. Since that is no longer the case,
the results from Section 5.3 are not very insightful.

Given that the applications for which the model is intended are full of un-
certainty, the mechanisms used to model the behaviour of other agents need to
take this into account. Some of the most influential reputation algorithms have
been analysed and implemented in order to compare them to two reputation
mechanisms that have been designed to take advantage of the MAN model in
this chapter. Out of the reputation algorithms those that were shown to be
most suitable have been implemented and compared in experiments with the
two new ones (REPT and SRM). For the experiments, a simulation tool has
been implemented that allows the researcher to run simulations with different
input parameters. The experiments presented here test the performance of the
reputation algorithms under all input variable combinations. Including most of
the well-known adversarial attacks that malicious agents can attempt in order
to subvert the reputation mechanism: badmouthing, ballot-stuffing, dynamic
personality, whitewashing, and collusion.

The main concern in this research is to find enforcement mechanisms that are
both robust and scalable. A mechanism is robust when the adversarial attacks
do not reduce its performance. And it is scalable when its cost becomes too great
when the number of agents increases. Both REPT and SRM have been shown
to be more scalable than most of the other mechanisms. Only one of the other
mechanisms had an equivalent scalability. On the other hand the performance
when measures through the different error rates (false positive rate, false negative
rate, and overall error rate) was not the best of all of them. This we expected
because the information available to the most scalable mechanisms is less than
that available to the least scalable ones.

A scalability issue that we have not dealt with in this chapter is the router
selection algorithm. Since the identifier space is flat, existing routing algorithms
may not scale well. Maintaining a routing table becomes cumbersome in large
environments. In order to minimise the impact of routing tables, compact rout-
ing schemes [Thorup and Zwick, 2001] can be used. This is possible because
social networks have scale-free and small-world properties. Current approaches
to compact routing assume that a full view of the network is available to all.
Although this can easily be achieved by setting up a DHT where each peer’s
contacts are stored, it could be possible to rely on local knowledge from past
routed interactions in order to improve routing efficiency. Nonetheless, such
compact schemes introduce a small increase in path length. But this is not a
problem, since the main concern in our approach is not the efficiency of routing
but the increase in satisfaction. In this case longer paths may be beneficial since
interaction feedback is spread to more peers.

The robustness of the algorithms varies depending on the attack scenario and
the metric used to measure the robustness. The REPT mechanism was shown
to have the lowest FPR, but its FNR was the highest. In situations where it is
inadmissible to block interactions that are valid (such as with spam control in the
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P2P messaging application) using REPT would be the best choice. On the other
hand, if the application user deems it best to make sure that its interactions
are satisfactory even at the expense of blocking some potentially satisfactory
interactions, then the best choice would not be REPT but Eigentrust, although
one would need to take into account that Eigentrust is not as scalable, and
that its overall error rate is high. The SRM mechanism has been shown to be
mediocre at best. Its performance as measured in error rates is low. On the
bright side the effect from adversarial attacks is not as high. Probably due to
the fact that the performance is bad to start with.

The enforcement mechanisms available from the model in this chapter have
the following benefits: they are totally distributed, relatively easy to implement,
they allow self-policing (peers can have different definitions of satisfactory inter-
actions, and different thresholds for punishing those that deviate), and they are
scalable when compared to other approaches.

The robustness against malicious activities of the reputation mechanisms
proposed in this chapter ought to be improved. Furthermore, more enforcement
mechanism are possible under this model which have not been studied. Such as
sanctioning routers for not doing a good job at enforcing behaviour, or modifying
the agent’s contact links as a way to position it in an area of the network with
a common understanding of what a satisfactory interaction is. Furthermore,
the fact that a router agent has blocked a request could be used as feedback to
be taken into account by the reputation mechanisms. Finally, another interest-
ing area of research is to use MANET trust based routing techniques to tackle
the free-riding problem present in many distributed applications where there is
resource sharing.






Chapter 6

Conclusions

Enforcement is the act or process of compelling observance of a kind of be-
haviour. The work developed in this thesis has addressed the issue of enforce-
ment in distributed artificial environments. These artificial environments have
been modelled in a way that is understandable to humans, thus, the electronic
agents in these systems can be expected to possess some traits that are common
to humans in human societies. Gregariousness is one of the traits that is reflected
in artificial environments. We have developed enforcement mechanisms that are
based on the assumption that artificial agents are gregarious. Even though there
is no physical space in electronic environments, there is a virtual space in which
electronic agents come together to interact with others in order to achieve their
personal goals.

Electronic agents in multiagent systems often need to interact with others.
An interacting agent expects the outcome of an interaction to be satisfactory
for it. Otherwise it would not interact with others, because co-ordination has
associated costs. Sometimes, in order for an interaction to be satisfactory for
an agent, the outcome of the interaction may not be satisfactory to the other
agents involved in the interaction. Agents will try to avoid these situations
through what we describe as enforcement techniques. Enforcement techniques
are applied by agents in order to increase the probability of being satisfied with
the outcome of interactions they participate in. The work in this thesis has
studied different enforcement mechanisms that agents can apply in order to
increase the satisfaction probability.

The techniques provided attempt to thwart the ability to interact of those
agents for which enforcement is intended. In order for agents to have power over
the capability of others to interact, there must be dependencies between agents
that have to be satisfied during the interaction process. In this thesis, social
relationships have been exploited for this purpose by including them in the in-
teraction protocol. First, the multiagent system has been structured by setting
up a social network. Secondly, interaction protocols have been defined that allow
agents execute joint actions with one another. The use of the social relation-
ships between agents is a key design characteristic in these interaction protocols.

115



116 CHAPTER 6. CONCLUSIONS

Therefore, dependencies among agents have been forced into the interaction pro-
cess, thus, allowing enforcement techniques based on these dependencies to be
embedded into the interaction protocols.

The enforcement techniques have been studied under two scenarios. The first
scenario is a normative multiagent system in which the definition of a satisfactory
interaction is given beforehand and shared by all the agents in the system. This
is a closed system in which the social network is fixed, i.e., no new agents are
allowed, and the social structure of the system is static. The restrictions in this
scenario limit the types of applications for which the enforcement mechanisms
are suitable. Large-scale electronic systems have been designed in order to be
dynamic, both allowing new agents to join, and existing agents to modify their
network relationships. Furthermore, these systems do not impose global norms
that dictate the appropriate behaviour. Each agent has a subjective definition
of what a satisfactory interaction is, and this definition is not shared with others
explicitly. The second scenario where the enforcement techniques have been
studied is suited to those types of applications in which the restrictions in the
first scenario do not hold. Studying how the enforcement techniques behave in
these two scenarios, which are so different, one gets a broad understanding of
the applicability in different types of distributed applications.

The thesis has described some of the applications that can benefit from the
enforcement techniques in both scenarios. Distributed information sharing fora
where the rules about information sharing are known to all those in the group,
and self-repairing sensor networks designed for a single application both fit into
the the restrictive scenario of Chapter 4. Therefore, the designer of such applica-
tions would be able to define upper bounds on the number of norm violations or
sensor failures. On the other hand, P2P messaging applications, and LiquidPub
(distributed application for scientific publishing) do not fit into the restrictive
scenario because there is a degree of subjectivity as to what is a satisfactory
behaviour, and because the social structure is highly dynamic. The designers
of these types of applications would benefit from the work in Chapter 5, by
embedding into their applications the enforcement mechanisms and reputation
mechanisms that are robust, scalable, and efficient as their needs be.

In environments where enforcement techniques are used, intelligent cheating
agents (i.e., those agents that get satisfaction from exhibiting behaviours that
are not satisfactory to others) will try to avoid enforcement. Adversarial be-
haviours meant to avoid the enforcement mechanisms can vary in the degree of
complexity. But their main goal is to change the perception of others so that
the model that others make of the society is changed in order to benefit them.
These types of attacks are mainly focused on subverting the reputation mech-
anism, which is how the agents model the probability of satisfaction, and on
which they base the decision of sanctioning other agents through the enforce-
ment mechanisms. In the static scenario only simple adversarial behaviours have
been taken into account. Those which can be expected from the agents in the
types of applications to which the scenario is applicable. In the uncertain sce-
nario the adversarial behaviours can be very complex, including attacks such as
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badmouthing, ballot-stuffing, whitewashing, dynamic personality, and collusion.
In each of the scenarios being studied, the enforcement mechanisms have been
observed under the relevant adversarial attacks.

In order to study the behaviour of the multiagent networks (MAN) analyti-
cally, we have defined a mathematical model for each of the scenarios. Through
these models we have calculated analytical results which gave us upper bounds
on the number of unsatisfactory joint actions that could be executed against
either any agent of the system, or a subset of agents with certain behavioural
properties. In the static scenario the upper bounds have been shown to depend
on the number of agents and the enforcement techniques used. The enforcement
techniques that have been studied in this scenario are:

e Avoiding — Not interacting with violator agents.
e Blocking — Not disclosing contacts to violator agents.
e Protecting — Not disclosing the contacts that are violators.

e Informing — Making public the joint actions where the partner violated
the norm.

When an agent exhibits the avoiding enforcement behaviour, it will receive at
most as many norm violations as agents in the system. Therefore, if a group
of agents of size m all exhibit the avoiding behaviour, the upper bound on the
number of norm violations they can receive is m(n — 1) where n is the total
number of agents in the system. On the other hand if a connected group of
agents A’ exhibit the four enforcement behaviours it will at most a number
of norm violations that is lower that the previous one (see Section 4.3.5 for
an in depth discussion of the formulas defining the maximum number of norm
violations). These results are important because they do not require that all
the agents exhibit certain behaviours. Thus allowing a subset of the agents in
a system to achieve a degree of enforcement which grants them a maximum
number of violations to be received by them.

In the dynamic scenario some similar properties have been calculated ana-
lytically based on the enforcement techniques used. In this case the techniques
are:

e Networked — Discarding those illocutions containing requests that are
not correct, acknowledgements that are not justified, or feedback that is
not legitimate.

e Avoiding — Not interacting with incompatible agents.

e Blocking — Not forwarding or re-routing requests with incompatible
agents as partners.

e Informing — Giving feedback about joint actions.



118 CHAPTER 6. CONCLUSIONS

When an agent exhibits the networked and avoiding enforcement behaviours, it
will execute at most as many non-satisfactory joint actions as certified identities
in the system. In a similar fashion one could demonstrate the upper bounds
when all agents exhibited the four enforcement behaviours. However, there are
two issues with these upper bounds. Firstly, they are based on the definition
of incompatible agents. This definition is not straightforward in an uncertain
environment where each agent has a subjective definition of what is a satisfactory
joint action. Secondly, they are based on the number of certified identities.
Making the upper bounds meaningless, since any agent can change its identity
or create as many false identities as it pleases.

The analytical results were insufficient in the dynamic scenario. The static
scenario did give some analytical results that were relevant. Notwithstanding,
we were not able to prove many other insights we had about the workings of the
enforcement mechanisms in both scenarios. In order to test these insights about
how the new enforcement techniques would work when applied to real systems
in both scenarios, an empirical perspective was used. Those insights could then
be tested through experiments. For this purpose, we developed a simulation tool
for each of the models defined in this thesis. These tools allow the researcher to
simulate a society of agents where the models are in place and to set the values
for the different model parameters. Factorial experiments were easily conducted
as multiple instances of the simulation tool with different values.

Some of those insights we had were supported by the experiments. Firstly,
the data from the simulations supported the hypotheses that stricter norm en-
forcement behaviours, larger ratios of agents exhibiting enforcement behaviours,
and specific types of network typology all reduced the number of norm viola-
tions. Secondly, the simulation data also supported the hypothesis that using
the request data from the proposed MAN interaction protocol to gather infor-
mation about other peers allowed reputation mechanisms to reduce the number
of messages. Finally, the simulation data supported the hypothesis that the in-
formation gathered from the request data could help in reducing some types of
subversive attacks on the reputation mechanisms. These are all major contri-
butions because they showed that the enforcement mechanisms devised in this
thesis are useful, and that they could be applied in ways that are scalable and
robust.

By exploring the large amounts of data generated throughout the simulations,
new and surprising insights arouse about the behaviour of the system as a whole.
Sometimes even debunking the original insights that we had about the system.
For example, tree networks turned out to be worse at lowering norm violations
and random networks did best. This was specially surprising to us because
in previous models without any type of adversarial behaviour the tree network
had performed best. Another example of these surprising new insights is that
the informing enforcement behaviour does not bring about a large increment in
satisfaction to agents. This could mean that it is not that important for agents
to exhibit an informing behaviour in order to achieve norm enforcement. This
is specially interesting since getting users to give feedback is a difficult issue for
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most applications were there is a reputation algorithm in place.

Although we have made an effort to describe a model in which the enforce-
ment techniques can be applied that is comprehensive, there are still some re-
quirements that the model builds on that have to be satisfied by other technolo-
gies that have not been discussed. Electronic applications that seek to apply the
enforcement techniques from this thesis must implement the following technolo-
gies: public key cryptography, a scalable flat-space-identifier routing protocol,
and a protocol that manages illocution transportation across different network
configurations.

These technologies have issues that will have to be tackled by the applica-
tion developers. Firstly, although public key cryptography is commonly used in
many distributed applications such as email certification, however, to the best
of our knowledge, there is no large-scale system that makes use of this type of
cryptography to the same extent as needed in order to avoid data fraud in our
model. Therefore, there might be a scalability issue from having to sign multi-
ple times each illocution if the cryptographic package is not fast at encrypting
and decrypting. Secondly, There are many P2P large-scale applications that
have solved the information transportation across networks almost seamlessly
by using proxies and other technologies, nevertheless, open source solutions to
these problems are packaged as part of other software and they may be hard to
re-use. Finally, existing technologies for flat-space-identifier routing protocols
are either not scalable or are based on the hypothesis that all routing agents
have complete knowledge of the network topology. This pre-requisite is hard
to implement in large-scale systems while maintaining scalability. Specially if
the network topology is highly dynamic. In order to reap the benefits in scala-
bility of the interaction protocol defined in Chapter 5 incremental solutions for
flat-space-identifier routing will have to be developed.

Throughout the thesis the underlying motivation has been to give tools to
developers of distributed applications that would allow the users of their appli-
cations to take an active part in building a community in which they could have
satisfactory interactions. This is achieved by giving users some power over other
users that would allow them to enforce socially acceptable behaviours. The rea-
sons that led us to concentrate on distributed mechanisms without any trace
of centralisation are two-fold. On one hand, it is an issue of scalability, since
centralised components tend to be the bottle-necks as soon as the number of
users grow. On the other hand, it is an issue of robustness. When you grant
anyone, and everyone, the power to enforce through sanctions, there is always
the fear that these powers may be corrupted. It is important to make it hard
for this to happen. The enforcement techniques that have been studied avoid
giving any subset of agents enough power that allows them to ruin another agent
for their own profit. This has been tested through experiments as has the effi-
ciency of the enforcement techniques. Another driving point in these techniques
that differs from other enforcement research is to avoid retaliation by harming
others. With the exception of informing others through gossip, all the actions
that agents execute in order to enforce norms are based on non-cooperation as
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opposed to actions that directly harm those for which they are intended. The
work described in this thesis is a glimpse into what can be achieved by using
this type of techniques. However, much more can be accomplished with this
mindset.

6.1 Future work

Being an engineer at heart I believe that after the research advanced in this
thesis, the next step ought to be in the direction of technology transfer by im-
plementing a framework for the development of applications that takes advantage
of the enforcement techniques described in this thesis. The framework should
be built mixing concepts from P2P, MAS, and Web Services, in order to allow
framework users to develop using both an agent-oriented development style or
the more common process interface metaphor. The framework would use P2P
communication techniques that have proven to work for large-scale systems and
allow users behind all sorts of network configurations to join the application. Fur-
thermore, the framework would provide the tools for contact management and
identity management, for encryption and decryption techniques to avoid data
fraud, for interaction protocol management, and it would sanction management
tools either through the implementation of some reputation mechanisms or by
allowing the user to decide the sanctions directly. By developing this framework
we would allow other researchers to pursue the research lines that have been
opened in this thesis.

Were the framework to be used by many types of applications, it would be a
waste of time having to maintain different social networks for each application.
In order to allow different applications to work on the same framework and
social network simultaneously, the interaction protocol should be modified in
order to allow information about the purpose of the joint action to be included
into the requests. This opens a new line of research where many new aspects
of enforcement can be studied. Some of these aspects are: rich models of users
which take into account the different applications the framework is being used
for; cross-domain enforcement techniques where actions in one application can
trigger sanctions in another application (e.g., not fulfilling an obligation from an
auction application might not only get your requests for that application blocked
in the future, but also the requests to create new joint events in a calendar
application); finally, ontology alignment can be studied by having the content in
the new fields in the request and feedback illocutions be defined through terms
of an ontology.

Another interesting functionality to implement in the framework is to allow
multi-user joint actions. Examples of applications where this would be needed
are chats, forums, and auctions. Having multi-user joint actions opens another
research line, which consists on developing community enforcement techniques
designed specifically for multi-user scenarios. In such cases, the interaction re-
quest would be sent to a community or group of agents which would have previ-
ously defined the process through which to decide whether to acknowledge the
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request once it got there. The coupling of enforcement techniques with coalition
theory and social choice theory is a long-term research line. As an example of
where this research line might start, let us imagine that in a specific commu-
nity it is the user that starts the auction that defines the rules that govern the
process through which new users join the auction. One possibility is to have
the new user send a request to the auction creator which would be in charge
of granting access to the new user. Another possibility is to have the new user
send requests to each of the current members of the group and access would be
granted to the group either by majority vote or by unanimity. In the last case,
if any of the requests does not make it to one of the group members, the users
would not be able to join. Through this scenario we can study new enforcement
techniques that are tailored to the different procedures for joining a community
and interacting as part of it.

One of the limitations of the approaches proposed in this thesis is that peers
are assumed to co-operate in the interaction protocol by forwarding interaction
requests and replying to contact queries. Therefore, an application using these
protocols could be hampered because of free-riding. It is not clear whether the
system could function under different levels of free-riding by agents that do not
want to share the cost of maintaining the interaction protocol. Furthermore, a
new user of the system, which would be connected by just a few or no contacts,
may have bootstrap problems because of free-riding and turnover (users may
not always be connected). This problem brings about a short-term research line
through which techniques such as currency management and public access hubs
can be studied. Through this research line we would study what effect the use
of techniques to counteract free-riding would have on the different enforcement
mechanisms provided in this thesis. Furthermore, we could also study the new
types of attacks and the robustness and scalability of the interaction protocol
when such techniques are used. A public access hub is a node that will become
a contact of anyone that asks, which improves scalability and robustness of the
interaction protocol, but reduces the effectiveness of enforcement techniques.
Whereas a micro-payment scheme is a technique through which a currency is
created in order to be used to pay for request routing. This solution has problems
of its own, such as fraud and currency management. Furthermore, the changes
that would have to be made to the protocol in order to use one of these schemes
could have an impact on the robustness of the system, since new attacks could
be possible.

Finally, another line of research has been opened in this thesis, namely the
study of new enforcement mechanisms that cater to the dynamic model in Chap-
ter 5. We mention below some of these enforcement mechanisms, which have not
been studied as part of this thesis due to the difficulty of defining experiments
in which to test them out under the current simulation testbed. Having a real
world application that used this technology would help define such experiments,
since it would provide a much richer testbed for the simulations. Firstly, a user
could cancel contact relationships. This would have the same effect as perma-
nently blocking all requests coming from a contact. The intended effect is to
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break ties with a complete portion of the network. Secondly, blocking requests
from routers which do not block correctly. Through this enforcement technique
the user is sanctioning bad routing behaviour and thus tries to avoid collusion.
Thirdly, not forwarding requests through the sanctioned agents. This is a tech-
nique whose purpose is twofold. On one hand, it would lower the reputation
of the sanctioned user in the eyes of those using a reputation mechanism sim-
ilar to SRM. On the other hand, if a micro-payment scheme is being used to
prevent free-riding, this enforcement technique would lower the ability of the
sanctioned user to get its requests delivered. Finally, adding router feedback to
the interaction request route in order to increase the information available to
the reputation algorithms would also force each router to define its trust on the
request, which would make detection collusion easier.

The development of the techniques and improvements described in this sec-
tion via future work, will help mature the field of distributed enforcement to a
point were it is accessible to application developers. Furthermore, a framework
as the one proposed would bring together two of the main fields in distributed
systems that have the most to gain from one another: Peer-to-Peer and Multi-
Agent Systems.
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