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ABSTRACT
We investigate a problem that lies at the intersection of three research areas, namely Automated Negotiation, Vehicle Routing, and Multi-Objective Optimization. Specifically, we investigate the scenario that multiple competing logistics companies aim to cooperate by delivering truck loads for one another, in order to improve efficiency and reduce the distance they drive. In order to do so, these companies need to find ways to exchange their truck loads such that each of them individually benefits. We present a new heuristic algorithm that, given one set of orders to deliver for each company, tries to find the set of all order-exchanges that are Pareto-optimal and individually rational. Furthermore, we present experiments based on real-world test data from two major logistics companies, which show that our algorithm is able to find hundreds of solutions in a matter of minutes.
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1 INTRODUCTION
Logistics companies have very small profit margins and are therefore always looking for ways to improve their efficiency. It is not uncommon for such companies to have their trucks only half full when they are on their way to make their deliveries. Moreover, after completing those deliveries they often head back home completely empty. This is a clear waste of resources, not only economically, but also environmentally, as it causes unnecessary emissions of CO₂. For this reason, logistics providers are looking for collaborative solutions that allow them to share trucks with other logistics companies. This type of cooperation, in which multiple companies load their deliveries onto a shared truck, is known as co-loading. Finding the optimal co-loading opportunities that minimize the costs of the companies is a difficult problem, because there are many possible solutions, and for each of these solutions, calculating its cost savings amounts to solving a Vehicle Routing Problem (VRP).

This collaborative variant of the VRP has been studied before, but mainly as a single-objective optimization problem. That is, one tries to find the solution that minimizes the total cost of all companies involved, and then assumes the benefits will be fairly divided among them according to some pre-defined scheme. In this paper, on the other hand, we are looking at it from the point of view of Automated Negotiations. That is, we are assuming our algorithm only represents one of the companies, and only knows the exact cost function of that company, while it has to make estimations of the other companies’ costs, because they are kept secret. The goal is to find the set of Pareto-optimal and individually rational solutions, which can then be proposed to the other companies according to some negotiation protocol and some negotiation strategy that aims to maximize the company’s own profit.

Of course, even if the opponents’ cost functions are only approximately known, one could still consider a single-objective approach, using a standard VRP-solver to find the solution that minimizes the total (estimated) costs of all companies. The problem with this approach is that it only yields one solution, and this solution may not be acceptable to the other companies, either because the estimations were not accurate enough, or because the returned solution is not individually rational. In contrast, our approach has the advantage that it can find a large set of potential proposals, which allows us to propose many alternatives in a negotiation process.

Carrying out this research we had the cooperation of two major logistics providers in the UK, namely Nestlé and Pladis. Although both these companies’ primary activity is the production of fast-moving consumer goods (i.e., food, beverages and toiletries), they each have a large logistics department with large truck fleets that deliver several hundreds of loads throughout the UK every day. Their main operations consist in carrying products from their factories to their Distributions Centers (DC), and from their DCs to their customers, typically large supermarket chains.

The Vehicle Routing Problem [6] is a generalization of the well-known Traveling Salesman Problem, in which the goal is to find optimal routes for multiple vehicles visiting a set of locations. Many different versions and extensions of this problem have been defined in the literature, such as the capacitated VRP in which the vehicles are constrained by volume and/or maximum load weight, the VRP with pickups and deliveries, in which the loads have a specific pickup and delivery location, so if a vehicle passes a certain location to pick up a load it should also pass the delivery location of that load, and the VRP with time windows, in which the vehicles have to arrive at each location within a given time window. In this paper, we take all these constraints into account, so we are dealing with a capacitated pickup and delivery problem with time windows (CPDPTW). Our aim is to to create a system that can actually be used in real life by our industrial partners.
We should remark that co-loading is only possible if the logistics companies are willing to disclose the locations of their customers to each other. Fortunately, our partners have indicated that this is not a problem for them (their customers are mainly supermarkets, so their locations are not really secret anyway).

2 RELATED WORK

2.1 Vehicle Routing Problems

The VRP was introduced by Dantzig and Ramser in 1959 [6], and is one of the most extensively studied combinatorial optimization problems. In 1964, Clarke and Wright proposed an effective greedy heuristic that improved on the Dantzig–Ramser approach [4]. Following these two seminal papers, hundreds of models and algorithms were proposed for the optimal and approximate solution of the different versions of the VRP. A classification scheme was given in [8]. The VRP has been covered extensively in the books by Toth & Vigo [33] and Golden et al. [14]. Laporte and Nobert [23] presented an extensive survey entirely devoted to exact methods for the VRP, and gave a complete and detailed analysis of the state of the art up to the late 1980s. Even the more specific topic of VRPs with pickups and deliveries and time windows has been studied extensively and comprehensive surveys on this topic have been published [9, 31].

2.2 Collaborative VRP

The collaborative VRP is a variant that involves multiple logistics operators. A recent survey of this topic was presented in [13]. This survey distinguishes between three methodologies: centralized collaborative planning, auction-based decentralized planning, and decentralized planning without auctions. We are interested in the last one. They identify papers of this type, but only four of them deal with VRPs that include Time Windows, and Pickup-and-Delivery [5, 35–37]. Although these approaches are labeled as ‘decentralized’, this really only means ‘not fully centralized’ because, although the final decisions are made by the individual logistics companies, there is still a central system that does the search for potential solutions, based on the companies’ cost models. Therefore, the collaborative VRP is still mostly a classical single-objective optimization problem. In [35], [36], and [37] the goal is to find a globally optimal solution that maximizes the total profit, while in [5] the central system calculates a price that fairly divides the benefits of collaboration among the two collaborating companies.

None of these solutions are feasible in our context, because our industrial partners have indicated that any form of sharing of information about their respective cost models is out of the question, even if it is only shared with a trusted central system.

2.3 Multi-Objective VRP

A large survey of VRPs with multiple objective functions has been conducted in [22]. However, as far as we can see, all papers discussed in this survey assume just a single logistics company with multiple objective functions. For example, a company may wish to strike a balance between minimizing the distance traveled and minimizing the probability of arriving too late, so they try to find all Pareto-optimal solutions w.r.t. to those two objectives. None of the papers in this survey cover the case that there are multiple companies.

2.4 VRP with Negotiations

As explained, many papers have been written that either involve multiple companies with one single shared objective function (the collaborative VRP) or a single company with multiple objective functions (the multi-objective VRP), but much less has been published about VRPs with multiple companies where each company has its own individual objective function. We are aware of only a few papers that do treat somewhat similar problems.

In [34] a case study is presented that explores one-to-many negotiations between one 4PL provider and several 3PL providers. A 3PL provider is a logistics company with its own truck fleet while a 4PL provider does not have a fleet, but receives large transport orders from shippers and then redistributes them among 3PL providers. A very similar scenario is treated in [29] and [30], except that they use auction mechanisms instead of negotiations. Two other papers that are closely related to our work, are [17] and [18] which describe an algorithm based on Branch & Bound for negotiations among competing package delivery companies about the exchange of packages. They, however, do not take into account time windows, or volume- and weight- constraints, and they are not using real-world data, but only artificial test cases. Somewhat less relevant to our work, but still related, is [3] which describes a system that carries out negotiation between a port terminal and logistics companies to negotiate time slots for arriving at the terminal.

3 AUTOMATED NEGOTIATION

The research field of Automated Negotiations deals with multi-agent systems in which each agent is purely self-interested, but in which the agents need to cooperate in order to find mutually beneficial solutions. The agents propose potential solutions to each other, which may then be either accepted or rejected. If a proposal is accepted by all agents involved, then each of them obtains the respective utility value it associates with that solution.

Although each agent is purely self-interested, the proposals it makes must also benefit the other agents, because otherwise they would never accept it. Therefore, each agent must strike a balance between maximizing its own utility, and providing enough utility to its opponents to make them accept the proposal. To do this, an agent typically starts by making very selfish proposals, but, as time passes, slowly concedes by making proposals that are less and less selfish. Such a strategy requires the agent to have a large set of potential proposals available, with varying degree of selfishness.

The aim of our work is to develop a negotiating agent that can be applied by a logistics company to negotiate co-loading opportunities with other logistics companies. However, in this paper we only focus on one component of such an agent, namely the search algorithm to find a set of potential proposals. This set of potential proposals can then be fed as the input to some negotiation strategy. The question how to implement such a negotiation strategy is beyond the scope of our work because many such algorithms have already been proposed and implemented [1, 11, 12, 38].

Search algorithms for automated negotiations have been studied, for example using simulated annealing [15, 25, 26], or genetic algorithms [19, 27]. However, these papers only looked at problems in which the utility of a single deal could be computed quickly. They did not involve the complexity of the VRP. Also, as mentioned
before, [18] and [17] applied a Branch & Bound approach, but to a simpler and purely artificial scenario.

One important thing we should point out, is that we are assuming the companies only negotiate about which company will deliver which orders, and not about any form of financial compensation for the delivery of another company’s orders. There are several reasons for this. Scientifically, price negotiations would make our scenario less interesting because the problem would just be a single-objective optimization problem again, with the goal of minimizing the sum of the costs of the companies. The companies would then only need to negotiate how to divide the joint financial gains. Such 1-dimensional negotiations are not very interesting compared to the state-of-the-art. A more practical reason, is that our partners have indicated that automated price negotiations are not acceptable in a true working system. They require prices to be fixed over a longer term, such as a whole year. Automated day-to-day price negotiations would yield an opaque pricing mechanism with possibly highly fluctuating prices, and this would be a serious problem for their bookkeeping.

So, any form of financial compensation should be fixed in advance, and cannot be subject to automated negotiation. In this paper we will simply assume the financial compensation is zero, meaning that any company would only accept to make a delivery for another company if that other company returns the favor by making a delivery for the first one.1

Our negotiation domain is different from the more commonly studied domains in the automated negotiations literature, in the following two aspects:

1. Although agents do not have exact knowledge about their opponents’ utility functions, they can make reasonable estimations.
2. Utility functions are expressed as a computationally complex problem (a VRP), so even with perfect knowledge an agent would still not be able to calculate utility values exactly. Instead, it has to resort to heuristic estimations.

Regarding the first point, most studies in automated negotiations assume the agents have absolutely no knowledge at all about their opponents’ utility functions [1, 2]. Alternatively, in some work it is assumed that agents have perfect knowledge about each others’ utility [21]. In our domain, however, the truth lies somewhere in the middle. The agents do not know each others’ exact utility functions, but they can make reasonable estimations. After all, we do know that each company aims to minimize distance and time, and the distances between the locations are known. Furthermore, although each company may pay a somewhat different price for its fuel, the write-off of its vehicles, or the salaries of its drivers, those prices cannot be radically different among the companies.

One main example of a negotiation domain that has been studied extensively and that does also involve these two aspects, is the game of Diplomacy [10, 16, 20, 32]. However, this is a purely artificial game, while in this paper we are studying a real-world scenario.

4 DEFINITIONS

Formally, the problem we tackle in this paper is the following (the precise definitions of the concepts mentioned here are given in the rest of this section). Let $C_1, \ldots, C_m$ denote a number of logistics companies. Then, given a location graph $(L, R, d)$, a distance cost $dc \in \mathbb{R}$, time cost $tc \in \mathbb{R}$, and for each company $C_i$ a set of orders $O_i$, a vehicle fleet $V_i$ and an initial fleet schedule $f_{ij}$, find the set of order assignments that are both individually rational and Pareto-optimal with respect to the cost model $(dc, tc)$.

Here, $\mathbb{N}$ denotes the set of natural numbers, $\mathbb{R}$ the set of real numbers, and $\mathcal{T}$ denotes some set of possible time stamps (e.g. Unix time stamps).

Definition 4.1. The location graph $(L, R, d)$ is a weighted graph with vertices $L$, which we refer to as locations, edges $R$, which we refer to as roads, and a weight function $d : R \rightarrow \mathbb{R}$.

This graph represents a set of possible locations where a logistics provider could pick up or drop off loads (i.e. the factories and distribution centers of the logistics companies, as well as the locations of their customers), and the roads between those locations. The number $d(r)$ represents the distance between two locations, in kilometers. We assume, without loss of generality, that the graph is complete and symmetric and that $d$ satisfies the triangle inequality.

Customers place orders with the logistics companies. An order represents a certain number of pallets to be picked up and delivered within specified time windows and at specified locations.

Definition 4.2. An order is a tuple $(vol, w, l_{pu}, [t_1, t_2], l_{do}, [t_3, t_4])$, where: $vol \in \mathbb{N}$ is the volume of the load, measured as a number of pallets, $w \in \mathbb{R}$ is the weight of the load, measured in kilograms, $l_{pu} \in L$ is the pick-up location, $t_1 \in \mathcal{T}$ and $t_2 \in \mathcal{T}$ represent the earliest and latest time the load can be picked up, respectively. $l_{do} \in L$ is the drop-off location, $t_3 \in \mathcal{T}$ and $t_4 \in \mathcal{T}$ represent the earliest and latest time the load can be dropped off, respectively.

Definition 4.3. A vehicle is a tuple $(vol_{max}, w_{max}, s)$, where: $vol_{max} \in \mathbb{N}$ is the volume of the vehicle, i.e. the maximum number of pallets it can carry. $w_{max} \in \mathbb{R}$ is maximum load weight of the vehicle, measured in kilograms. $s$ is the average speed we can realistically assume the vehicle to drive.

4.1 Schedules

We define the solutions of a VRP in terms of what we call jobs. A job represents a number of orders scheduled to be picked up and/or a number of orders scheduled to be delivered, by a single vehicle, at a single location, within a specific time window.

Definition 4.4. A job $J$ is a tuple: $(l, O_{pu}, O_{do}, t_{ed}, t_{la})$ with: $l \in L$ some location, $O_{pu}$ a (possibly empty) set of orders to be picked up at $l$, $O_{do}$ a (possibly empty) set of orders to be dropped off at $l$, $t_{ed} \in \mathcal{T}$ the earliest possible departure time, and $t_{la} \in \mathcal{T}$ the latest possible arrival time, satisfying the following constraints:

- for each $o \in O_{pu}$ the pick-up location of $o$ must be the location $l$ of this job, and $t_{ed}$ and $t_{la}$ must be consistent with the pick-up time window of $o$, i.e $t_1 \leq t_{ed}$ and $t_{la} \leq t_2$.
- for each $o \in O_{do}$ the drop-off location of $o$ must be the location $l$ of this job, and $t_{ed}$ and $t_{la}$ must be consistent with the drop-off time window of $o$, i.e $t_3 \leq t_{ed}$ and $t_{la} \leq t_4$.

A vehicle-schedule represents the itinerary of a single vehicle.

Definition 4.5. A vehicle schedule is an ordered list: $(J_0, J_1, J_2, \ldots, J_n)$ where each $J_i$ is a job, and $n \in \mathbb{N}$ can be any
natural number. Any vehicle schedule must satisfy the following constraints (in the following, the sets of pick-up and drop-off orders of job \( j \) are denoted as \( O_{p,i} \) and \( O_{d,0,i} \) respectively).

- The jobs are listed in chronological order:
  - if \( i < j \) then \( t_{ed,i} < t_{ed,j} \) and \( t_{la,i} < t_{la,j} \).
- Each order appearing in any of the jobs of the vehicle schedule has to be picked up and dropped off exactly once.
- Each order must be picked up before it can be dropped off:
  - if \( o \in O_{p,i} \) and \( o \in O_{d,0,j} \) then \( i < j \).
- The location of \( J_0 \) is equal to the location of \( J_n \), and is known as a depot (each company has one or more depots).

If \( o \) is an order, and \( vs \) is a vehicle schedule, we may write \( o \in vs \) when we mean that \( o \) is picked-up and dropped off by \( vs \). The set of all possible vehicle schedules is denoted \( VS \).

Definition 4.6. A fleet schedule \( fs \) for a set of vehicles \( V \) and a set of orders \( O \) is a map that assigns every vehicle in \( V \) to some vehicle schedule \( vs \) such that every order \( o \in O \) appears in exactly one of these vehicle schedules.

\[ fs : V \rightarrow VS \] 

such that \( \forall o \in O \ \exists vs \in V : o \in fs(vs) \)

Furthermore, for each vehicle \( v \) the corresponding vehicle schedule \( vs \) is \( fs(v) \) must satisfy:

- After each job of \( vs \), the volume and weight of the orders loaded onto the vehicle must be below \( vol_{max} \) and \( w_{max} \).
- The difference between the earliest departure times \( t_{ed,i} \) and \( t_{ed,i+1} \) of two consecutive jobs of \( vs \) must be consistent with the distance between the two locations and the speed of the vehicle (and the same for the latest possible arrival times).

4.2 Cost Functions

For any vehicle schedule \( vs \) and we calculate its cost \( c(vs) \in \mathbb{R} \) as follows:

\[ c(vs) := dc \cdot \sum_{i=1}^{n} d(r_i) + tc \cdot (t_{la,n} - t_{la,0}) \]  

where \( dc \in \mathbb{R} \) is the distance cost \( ^2 \) (in euros per kilometer), \( r_i \) the road between the locations of \( J_{i-1} \) and \( J_i \) of \( vs \), \( tc \in \mathbb{R} \) is the time cost (in euros per hour), \( t_{la,n} \in T \) is the latest possible arrival time of the last job \( J_n \), and \( t_{la,0} \in T \) is the latest possible arrival time of the first job \( J_0 \) (which in this case should actually be interpreted as the latest possible departure time \(^3 \)).

The distance- and time costs \( dc \) and \( tc \) are together referred to as the cost model. In reality, each company would use a different cost model to calculate its own costs. However, since our algorithm represents only one company, and the cost models of the other companies are unknown, it always calculates the costs of any company using the same cost model (of the company it represents). Therefore, the calculated costs are just estimations of the true costs.

\(^2\)Perhaps surprisingly, the distance cost does not depend on how much weight is loaded onto the vehicle. This may seem unrealistic, but this is how many real-world logistics companies do calculate their costs. Furthermore, to keep the discussion simple we here assume that \( dc \) does not depend on the vehicle. Our implementation, however, does allow \( dc \) to be different for each vehicle.

\(^3\)Our current implementation does not yet take into account the time it takes to load or unload. Therefore, there is no real distinction between arrival- or departure- times. A vehicle departs immediately upon arrival. We will include service times later, but we do not expect this to have a significant impact on the details of our algorithm.

If \( fs \) is a fleet schedule for some set of vehicles \( V \), then its cost \( c(fs) \in \mathbb{R} \) is defined as the sum of the costs of all its vehicle schedules:

\[ c(fs) := \sum_{o \in V} c(fs(o)) \]  

4.3 Assignments

Suppose there are \( m \) logistics companies \( C_1, C_2, \ldots C_m \). Each of these companies has a fleet of vehicles \( V_i \) and a set of orders \( O_i \) to fulfill. We say an order is owned by \( C_i \) if \( o \in O_i \). However, any two companies \( C_i \) and \( C_j \) may agree with each other that some order \( o \) owned by \( C_i \) will be picked up and delivered by a vehicle of the other company \( C_j \). In that case we say that an order is assigned to \( C_j \).

Definition 4.7. An order assignment (or simply assignment) \( \alpha \) for a set of orders \( O \) is a map that assigns each order in \( O \) to some company \( C_i \) of \( \alpha : O \rightarrow \{C_1, C_2, \ldots C_m\} \). We let \( O_{\alpha,i} \) denote the set of orders assigned to \( C_i \) by \( \alpha \).

\[ O_{\alpha,i} := \{o \in O \mid \alpha(o) = C_j\} \]

So, if \( O \) consists of all the orders owned by any of the companies and \( \alpha \) is an assignment for \( O \) then we have \( O = \bigcup_{i=1}^{m} O_i = \bigcup_{i=1}^{m} O_{\alpha,i} \).

The initial assignment \( \overline{\alpha} \) is the assignment that simply assigns each order to the company that owns it, i.e. \( \overline{\alpha}(o) = C_i \) if \( o \in O_i \). Therefore, we have \( O_{\overline{\alpha},i} = O_i \).

If \( V_i \) is the fleet of some company \( C_i \) and \( \alpha \) some assignment, then \( FS_{\alpha,i} \) denotes the set of all possible fleet schedules for fleet \( V_i \) and orders \( O_{\alpha,i} \). Furthermore, we use \( FS_{\alpha,i}^* \) to denote the optimal fleet schedule for company \( C_i \) under assignment \( \alpha \). That is:

\[ FS_{\alpha,i}^* := \arg \min\{c(fs) \mid fs \in FS_{\alpha,i}\} \]  

and we use \( c_i(\alpha) \) to denote the cost of that fleet schedule

\[ c_i(\alpha) := c(FS_{\alpha,i}^*) \]

We say an assignment \( \alpha \) dominates another assignment \( \alpha' \) iff for all \( i \in \{1, \ldots m\} \ c_i(\alpha) \leq c_i(\alpha') \), and for at least one of these companies the inequality is strict. We say an assignment \( \alpha \) is Pareto-optimal iff there is no \( \alpha' \) that dominates \( \alpha \), and we say that \( \alpha \) is individually rational iff it dominates \( \overline{\alpha} \).

We should remark here that whenever we use terms like (Pareto-) optimal or ‘individually rational’, we actually mean (Pareto-) optimal or individually rational with respect to the cost model \( dc, tc \). After all, our algorithm calculates all costs for all companies using that cost model, even though in reality each company would calculate its own costs using a different cost model.

In the language of the automated negotiation literature, our problem is a negotiation domain, where the agreement space consists of all possible assignments \( \alpha \) for the orders of all companies. The utility functions are the (negation of) the cost functions \( c_i(\alpha) \) defined by Eq. (4), the conflict outcome, representing the case that no agreement is made, is the initial assignment \( \overline{\alpha} \), and the reservation values are given by \( c_i(\overline{\alpha}) \).

Note that to calculate \( c_i(\alpha) \) we need to find the optimal fleet schedule \( FS_{\alpha,i}^* \), which amounts to solving a Vehicle Routing Problem.
5 ORDER PACKAGE HEURISTICS

In order to know which deals to propose, the negotiating agents have to evaluate the possible ways to exchange orders between companies, and find the best ones. If there are \( m \) companies and each company has \( X \) orders, then there are \( m^m X \) possible order assignments. For realistic cases this number is astronomical, because our industrial partners each typically have more than a hundred orders to deliver, every day. This means that our problem has two layers of complexity:

1. There are many possible assignments: \( m^m X \).
2. Given a single assignment \( a \), it is complex to calculate its cost \( c_\text{it}(a) \), because it involves solving a VRP (by Eq. (3)).

Typical (meta-)heuristic search algorithms like genetic algorithms and simulated annealing can solve the problem of the first layer of complexity, because they are able to find good solutions while only evaluating a small fraction of the entire search space. However, such algorithms typically may still require thousands of evaluations, so if each of these evaluations requires solving a VRP the overall algorithm will still be prohibitively slow. For this reason we needed to invent a new heuristic algorithm that can deal with the complexity at both levels. We call it the Order Package Heuristics.

The idea is that we first only look at what we call one-to-one exchanges, which are exchanges of orders in which one company gives a number of orders that were originally scheduled to be delivered by the same vehicle to another company, and that other company incorporates those orders into the schedule of one of its vehicles. So ‘one-to-one’ refers to the fact that the orders are moved from one vehicle schedule to one other vehicle schedule. After determining and evaluating the one-to-one exchanges we can then combine them into more general solutions. Furthermore, when we construct one-to-one exchanges we restrict ourselves to the exchange of sets of orders that correspond to a sequence of consecutive locations to be visited. We call such sets of orders order packages.

Our algorithm represents company \( C_i \) and receives as input:

- A location graph \( (L, R, d) \).
- A set of orders \( O_i \) for each company \( C_i \).
- A set of vehicles \( V_i \) for each company \( C_i \).
- The cost model \((dc, tc)\) of company \( C_i \).
- For each company, an initial fleet schedule \( f_{3,i} \in F_{S_{\pi,i}} \).

The output of the algorithm is:

- A set of assignments \( \{a_1, a_2, \ldots \} \), which, in the ideal case, would be exactly the set of all Pareto-optimal assignments.
- A set of schedules \( f_{\pi,i} \) of each company (i.e. the optimal solution for each company if there was no collaboration at all). These can either be given to us by the other companies, or our agent can determine them by itself using a VRP-solving algorithm (although in that case they may not be the same as the ones actually used by the other companies).

In the rest of this section we give a detailed, step-by-step description of this heuristic.

5.1 Step 1: Find Compatible Order-Vehicle Pairs

Given the orders \( O_i \) and the the initial fleet schedule \( f_{3,i} \) of each company, we start by determining for each order which vehicles of other companies could adjust their schedules to also pick up and drop off that order. If indeed it is possible for a vehicle \( v \) with schedule \( vs \) to make two detours to pick up and drop off \( o \) then we say that \( o \) and \( vs \) are compatible, or that \( o \) and \( v \) are compatible.

Definition 5.1. Let \( o \) be an order of one company \( C_i \), let \( vs = (J_0, J_1, \ldots, J_n) \) be a vehicle schedule of another company \( C_j \), and let \( v \) be the vehicle scheduled to execute \( vs \) (i.e. \( vs = f_{3,i}(o) \)). We say that \( o \) and \( vs \) are compatible if it is possible to insert two jobs \( J_{pu}, J_{do} \) anywhere into \( vs \) to obtain a new vehicle schedule \( vs' = (J_0, \ldots, J'_k, J_{pu}, J'_{k+1}, \ldots, J'_m, J_{do}, J'_{m+1}, \ldots, J_n) \) that satisfies all relevant time- and capacity-constraints, where \( J_{pu} \) is the pickup of order \( o \), \( J_{do} \) is the drop-off of order \( o \), and where all other jobs of \( vs' \) are exactly the same as those in \( vs \), except that for \( J_k, J_{k+1}, J_m, \) and \( J_{m+1} \) the latest arrival- and earliest departure times may be adjusted. We then also say that \( o \) and \( v \) form a compatible order-vehicle pair.

The operation of converting \( vs \) into \( vs' \) is essentially the same as what Li and Lim call the PD-shift operator [24].

Knowing all compatible order-vehicle pairs will allow us to prune a large part of the search space in Step 3, because we can discard all solutions involving orders and vehicles that are incompatible.

Time Complexity. If there are \( m \) companies and each company has \( X \) orders and for each company their initial fleet schedule involves \( Y \) vehicle schedules, then there are \( mX \cdot (m-1)Y \) possible order packages. For each of these order-package pairs we need to check whether the order and the vehicle schedule are compatible or not. This means we need to check whether the pickup and the drop off of the order can be inserted into the vehicle schedule. If the vehicle schedule has \( n+1 \) different jobs then the pickup and the drop-off can both potentially be inserted in \( n \) different places, but since the drop off always needs to take place after the pickup, there are \( \frac{1}{2}n \cdot (n-1) \) options to check. Furthermore, the value \( n \) can be estimated as \( n \approx 2X/Y \) (if a company has \( X \) orders and \( Y \) vehicle schedules, then each vehicle schedule has on average \( X/Y \) orders to pick up and drop off, so it may need to visit 2\(X/Y \) locations). So, for each of the \( mX \cdot (m-1)Y \) possible order-vehicle pairs we need to check whether it is compatible or not, which takes \( \frac{1}{2} \cdot 2X/Y \cdot \left(\frac{1}{2}(2X/Y) - 1 \right) \) checks, which yields an overall time complexity of \((mX \cdot (m-1)Y) \cdot \left(\frac{1}{2}2X/Y \cdot \left(\frac{1}{2}(2X/Y) - 1 \right) \cdot O(m^2X^2/Y) \right)

Finally, it is fair to say that the number of vehicle schedules of a company should grow linearly with the number of orders, since each vehicle has a limited capacity. Therefore, within the big-O notation we can set \( X \) equal to \( Y \), which means that Step 1 has a time complexity of \( O(m^2X^2) \).

5.2 Step 2: Determine All Order Packages

In the previous step we checked for each individual order whether it is possible to be delivered by some given other vehicle, but in general we want to know whether a set of orders can be exchanged from one vehicle (of one company) to another vehicle (of another company). However, since the number of such sets is exponential we only look at a particular type of order set, which we call an order package. An order package is a set of orders, originally scheduled...
in one vehicle schedule, such that if we remove them from the schedule the vehicle can skip a set of consecutive locations.

The idea behind this, is that if a few of the locations to be visited by a vehicle are close to each other, then we are most likely to achieve a significant distance reduction if all of those locations are skipped, and such closely clustered locations are likely to be visited consecutively in the original schedule.

If \( \mathcal{J} \) is a set of jobs, then let \( \text{Ord}(\mathcal{J}) \) denote the set of all orders that are either picked up or dropped off in any of the jobs in \( \mathcal{J} \).

Definition 5.2. Let \( v_{\mathcal{S}} = (J_0, J_1, \ldots, J_n) \) be a vehicle schedule. An order package \( op \) from \( v_{\mathcal{S}} \) is a set of orders such that there exist two integers \( k, l \) with \( 0 < k < l < n \) for which

\[
\text{op} = \text{Ord}((J_k, J_{k+1}, \ldots, J_l))
\]

The vehicle schedule \( v_{\mathcal{S}} \) is called the donating vehicle schedule of \( op \). The vehicle \( v_d \) that was scheduled to execute \( v_{\mathcal{S}} \) (i.e. \( v_{\mathcal{S}} = f_s(v_d) \)) is called the donating vehicle, and the company \( C_i \) that owns \( v_d \) and the orders of \( op \) is the receiving company.

Step 2 consists in extracting all order packages from the vehicle schedules of the initial fleet schedules \( f_s \). For each of these order packages we then calculate the cost savings \( \text{sav}(op) \) associated with it. That is, the difference between the cost \( c(v_{\mathcal{S}}) \) of the original vehicle schedule \( v_{\mathcal{S}} \) minus the cost \( c(v'_{\mathcal{S}}) \) of the new vehicle schedule \( v'_{\mathcal{S}} \) obtained by removing all pick-ups and drop-offs of the orders in \( op \) from \( v_{\mathcal{S}} \).

\[
\text{sav}(op) = c(v_{\mathcal{S}}) - c(v'_{\mathcal{S}}) \tag{5}
\]

In order to calculate \( c(v'_{\mathcal{S}}) \) we do not actually need to determine \( v'_{\mathcal{S}} \) itself. Instead, we only need to know its total time and distance (see Eq. (1)). To calculate the distance we simply take \( v_d \) and remove the locations that are skipped. Calculating the new total time is more difficult, so we simplify it by simply assuming the departure time \( t_{d,0} \) and arrival time \( t_{a,n} \) at the depot stay the same. In reality, of course, this may be overly pessimistic, so in general the true cost savings will be even better than the calculated ones.

Time Complexity. Given a vehicle schedule \( v_{\mathcal{S}} \), each order package from \( v_{\mathcal{S}} \) is uniquely defined by the integers \( k \) and \( l \), which can be any number between 1 and \( n-1 \). Therefore, for each vehicle schedule there are \( \frac{(n-1)(n-2)}{2} = O(n^2) \) different order packages. As explained above, \( n \) can be estimated as \( 2X/Y \), so the number of order packages obtained from \( v_{\mathcal{S}} \) is \( O(X^2/Y^2) \). Since we obtain the order packages from each vehicle schedule of each company we have to repeat this \( mY \) times, so there are \( O(X^2/Y^2 \cdot mY) = O(mX^2/Y) \) order packages in total. Furthermore, calculating the cost savings means summing the distances of all \( n \) roads between the visited locations, and again using \( n \approx 2X/Y \) the total time complexity of Step 2 is \( O(mX^2/Y \cdot 2X/Y) = O(mX^2/Y^2) \). Arguing again that \( X \) can be set equal to \( Y \), we can simplify this to \( O(mX) \).

5.3 Step 3: Generate One-to-One Exchanges

In Step 3 we take all order packages from Step 2, and all vehicle schedules from the initial fleet schedules \( f_s \) and combine them into one-to-one order exchanges.

Definition 5.3. A one-to-one order exchange or simply one-to-one exchange is a pair \( (op, v_r) \) where \( op \) is an order package of one company, and \( v_r \) is a vehicle schedule of another company. A one-to-one exchange is feasible if it is possible to find a single vehicle schedule \( v'_r \) that delivers all orders of \( op \) as well as all orders of \( v_r \) while satisfying all relevant time- and capacity constraints. The vehicle \( v_r \) is called the receiving vehicle schedule, while the vehicle \( v_r \) that was scheduled to execute \( v_r \) (i.e. \( f_s(v_r) = v_r \)) is called the receiving vehicle, and the company \( C_i \) that owns \( v_r \) is the receiving company.

Determining whether a one-to-one exchange \( (op, v_r) \) is feasible or not amounts to solving a VRP. For this, we use an existing VRP-solver from the OR-Tools library by Google [28]. Specifically, we take the set consisting of all orders from \( op \) and all orders from \( v_r \) and then ask the VRP-solver to find a schedule for a single vehicle that delivers all those orders. If this is indeed possible, the solver will output a new vehicle schedule \( v'_r \). We then calculate the loss \( \text{loss}(op, v_r) \) for the receiving company, which is the difference between the cost \( c(v'_r) \) of this new schedule and the cost \( c(v_r) \) of the original schedule (both calculated with Eq. (1)).

\[
\text{loss}(op, v_r) = c(v'_r) - c(v_r) \tag{6}
\]

However, calling the VRP-solver is computationally expensive, so before doing this we use the results from Step 1 to directly discard many one-to-one exchanges without calling the solver. Specifically, a pair \( (op, v_r) \) is only considered if every order \( o \in op \) is compatible (Def. 5.1) with \( v_r \). All other pairs \( (op, v_r) \) are discarded.

We should note, however, that this procedure may discard many one-to-one exchanges that are actually feasible, because even if some orders of \( op \) are not compatible with \( v_r \), it may still be possible to find some vehicle schedule that does deliver all orders. This is because ‘compatible’ only means that the order can be incorporated in the vehicle schedule with a few minor adjustments. It does not take into account that an entirely re-arranged vehicle schedule could still be found that does succeed in delivering all orders.

After we have obtained the set of feasible one-to-one exchanges, we can again discard many of them. Namely, those that do not yield any overall benefit because the loss for the receiving company is greater than the savings of the donating company, i.e. if \( \text{loss}(op, v_r) > \text{sav}(op) \).

Time Complexity. The number of one-to-one exchanges equals the number of order packages times the number of vehicle schedules. The first has been calculated to be \( O(mX^2/Y) \) and the second is \( mY \), so the number of one-to-one exchanges is \( O(m^2X^2) \). For each of these we need to call the VRP-solver. Although calling the VRP-solver is expensive in practice, the formal computational complexity of this step is actually \( O(1) \). This is because we are here only using it to solve problem instances with a single vehicle, and the size of such instances is bounded by the capacity constraints of the vehicle. This means that the overall time complexity of Step 3 is \( O(m^2X^2) \).

5.4 Step 4: Combine One-to-One Exchanges into Full Exchanges

After Step 3 we are left with a set of feasible one-to-one exchanges. Each of these already represents an assignment, but many more assignments can be found if we combine them, so that multiple order packages can be exchanged and loaded onto multiple vehicles. Furthermore, if we do not assume any form of payment between
the companies then a single one-to-one exchange would never be an acceptable deal, because the receiving company only loses money. But, if the overall savings of each one-to-one exchange is positive (i.e. \( \text{sae}(op) > \text{loss}(op, vs_i) \)) then we can combine them into bundles that are individually rational.

However, not every such bundle is feasible, because several one-to-one exchanges may contradict each other. For example, two different order packages, \( op_1 \) and \( op_2 \), may contain the same order \( o \), and may appear in two different one-to-one exchanges \( (op_1, vs_i) \) and \( (op_2, vs_j) \) with different receiving schedules.

**Definition 5.4.** A full order exchange \( S \) is a set of one-to-one exchanges, i.e. \( S = \{(op_1, vs_1), (op_2, vs_2), \ldots (op_k, vs_k)\} \), such that all order packages are mutually disjoint: \( op_1 \cap op_j = \emptyset \) for all \( i, j \in 1 \ldots k \).

Again, determining the exact set of all full order exchanges is costly, so we simplify this by only looking for those sets \( S \) for which each vehicle either:

- only acts as receiving vehicle, in exactly one element of \( S \), or
- only acts as donor vehicle, in one or more elements of \( S \), or
- is not involved in any element of \( S \).

This not only reduces the size of the set of possible solutions, but also has one other very big advantage: it means that for any company the total profit it makes from the deal can be calculated simply as the sum of all its savings minus the sum of all its losses for the elements of \( S \).

The problem of finding the set of full order exchanges that satisfy these criteria and that are Pareto-optimal can now be modeled as a multi-objective optimization problem (MOOP), i.e. a constraint optimization problem with multiple objective functions, with the following features:

- **Variables:** The set of variables is the set of all vehicles (of all companies).
- **Values:** For each vehicle \( v \) the set of values that can be assigned to this variable is the set of one-to-one exchanges with \( v \) as the receiving vehicle, plus an extra value denoted *none*.
- **Hard constraints:** A vehicle cannot appear both as a receiving vehicle and as a donating vehicle in the same solution. Also, all order packages in \( S \) must be mutually disjoint.
- **Objective functions:** There is one objective function for each company, namely the sum of the company’s savings over all one-to-one exchanges in the solution, minus the sum of its losses.

A solution to this MOOP is a variable assignment \( \{ v_1 \mapsto (op_1, vs_1), v_2 \mapsto (op_2, vs_2), \ldots v_i \mapsto \text{none}, \ldots v_k \mapsto (op_k, vs_k) \} \), in which for each \( vs_i \) its receiving vehicle is \( v_i \). This can then be converted to the full order exchange \( \{(op_1, vs_1), (op_2, vs_2), \ldots (op_k, vs_k)\} \). The hard constraints imply that for every variable assignment \( v_i \mapsto (op, vs_i) \) in the solution, the donating vehicle \( v_d \) of \( op \) cannot also appear as a receiving vehicle in the same solution, so for the variable \( v_d \) the solution must contain the variable assignment \( v_d \mapsto \text{none} \).

To solve this MOOP we have implemented a multi-objective variant of And/Or Search. And/Or Search [7] is an exact search technique for constraint optimization problems that exploits the fact that not all variables depend on each other, which makes ordinary depth-first search unnecessarily inefficient. We have implemented a new variant of this technique, adapted to MOOPs. The main difference is that, rather than just returning one solution, or all solutions, it returns the set of Pareto-optimal solutions.

As a final step, every full exchange \( S \) returned by the algorithm should be converted to an assignment \( \alpha \), but this step trivial. All orders that appear in the order package of any one-to-one exchange in \( S \) should be assigned to receiving company of that one-to-one exchange, while all other orders are assigned to their owners.

**Time Complexity.** Since this step entails solving a MOOP its time complexity is exponential. Each variable of the MOOP corresponds to a vehicle so the time complexity is \( O(e^{mT}) \) with \( m \) the number of companies, and \( Y \) the number of vehicles used by each company in the initial solution.

### 5.5 Discussion

Step 4 of our algorithm still takes exponential time, so one may wonder what we have actually achieved. The point is that the problem to be solved in Step 4 is much simpler than the original problem. Firstly, because the preceding steps have greatly pruned the search space, and secondly because the new problem is an ordinary (multi-objective) constraint optimization problem, in which the objective functions are simple linear functions (the sum of the costs and the losses of the individual one-to-one exchanges). In other words, we have removed the second layer of complexity that we discussed at the beginning of this section.

In summary, our approach is fast for the following reasons: 1) We use the VRP-solver only to evaluate one-to-one exchanges rather than full exchanges, because one-to-one exchanges much smaller, and there are a lot less of them. 2) The number of one-to-one exchanges is reduced by discarding those that involve non-compatible order-vehicle pairs. 3) The number of one-to-one exchanges is further reduced by only considering those that exchange order packages rather than general sets of orders. 4) The number of one-to-one exchanges is reduced even further, by discarding those for which the loss is greater than the savings. 5) We only consider full exchanges in which vehicles can act either as donating vehicle or receiving vehicle, but not both, and in which a vehicle can only receive at most one order package. This has the advantage that the number of full exchanges is reduced and that the cost saving of a full solution can be calculated with a linear formula.

On the other hand, our approach has the disadvantage that it may be pruning the search space too strongly, because the constraints we are imposing on the one-to-one order exchanges and the full order exchanges may cause a number of good solutions to be discarded.

### 6 EXPERIMENTS

To evaluate our heuristics we have generated 10 test cases from real-world sample data provided by our industrial partners. In each of these test cases the two companies each had 100 orders to deliver on the same day. The total number of locations to be visited by either company varied among the test cases between 117 and 140. The average distance between any two locations of the graph varied between 189 km and 218 km and the diameter of each graph varied between 594 km and 680 km. The average volume of the orders was around 26 pallets. We assumed that each vehicle has a maximum...
We used for Step 3) in the last column. We also displayed the cost reduction of the solution found by the single-objective approach discussed in the introduction with the returned solution with the highest social welfare (i.e. the lowest sum of costs) and calculated how much this solution reduced the joint costs with respect to the initial, non-collaborative solution.

Table 1: Number of solutions found by Order Package Search, and total cost reduction of Order Package Search and Single-objective Search.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>#Assign.</th>
<th>#IR</th>
<th>Soc. Welf.</th>
<th>Single Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>535</td>
<td>133</td>
<td>3.99%</td>
<td>9.04%</td>
</tr>
<tr>
<td>B</td>
<td>208</td>
<td>53</td>
<td>3.16%</td>
<td>4.87%</td>
</tr>
<tr>
<td>C</td>
<td>59</td>
<td>12</td>
<td>2.29%</td>
<td>8.71%</td>
</tr>
<tr>
<td>D</td>
<td>229</td>
<td>111</td>
<td>6.90%</td>
<td>9.15%</td>
</tr>
<tr>
<td>E</td>
<td>616</td>
<td>305</td>
<td>4.47%</td>
<td>12.7%</td>
</tr>
<tr>
<td>F</td>
<td>318</td>
<td>111</td>
<td>4.29%</td>
<td>9.19%</td>
</tr>
<tr>
<td>G</td>
<td>105</td>
<td>53</td>
<td>2.85%</td>
<td>7.27%</td>
</tr>
<tr>
<td>H</td>
<td>399</td>
<td>53</td>
<td>3.12%</td>
<td>8.46%</td>
</tr>
<tr>
<td>I</td>
<td>400</td>
<td>149</td>
<td>7.81%</td>
<td>11.7%</td>
</tr>
<tr>
<td>J</td>
<td>325</td>
<td>67</td>
<td>3.77%</td>
<td>8.75%</td>
</tr>
</tbody>
</table>

Table 2: Run times of Steps 3 and 4 of the Order Package Search, compared with Single-Objective Search.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Single Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>139 ± 8 sec.</td>
<td>150 ± 26 sec</td>
<td>159 ± 3 sec.</td>
</tr>
<tr>
<td>B</td>
<td>138 ± 1 sec.</td>
<td>43 ± 3 ms.</td>
<td>105 ± 1 sec.</td>
</tr>
<tr>
<td>C</td>
<td>107 ± 1 sec.</td>
<td>10 ± 4 ms.</td>
<td>114 ± 2 sec.</td>
</tr>
<tr>
<td>D</td>
<td>94 ± 1 sec.</td>
<td>780 ± 82 ms.</td>
<td>178 ± 1 sec.</td>
</tr>
<tr>
<td>E</td>
<td>175 ± 1 sec.</td>
<td>290 ± 25 ms.</td>
<td>141 ± 1 sec.</td>
</tr>
<tr>
<td>F</td>
<td>124 ± 1 sec.</td>
<td>664 ± 221 ms.</td>
<td>135 ± 1 sec.</td>
</tr>
<tr>
<td>G</td>
<td>117 ± 1 sec.</td>
<td>36 ± 1 ms.</td>
<td>121 ± 1 sec.</td>
</tr>
<tr>
<td>H</td>
<td>209 ± 1 sec.</td>
<td>10 ± 1 sec.</td>
<td>98 ± 2 sec.</td>
</tr>
<tr>
<td>I</td>
<td>224 ± 1 sec.</td>
<td>324 ± 95 sec.</td>
<td>120 ± 1 sec.</td>
</tr>
<tr>
<td>J</td>
<td>184 ± 1 sec.</td>
<td>363 ± 3 ms.</td>
<td>106 ± 2 sec.</td>
</tr>
</tbody>
</table>

The reason for these differences, is that the effectiveness of And/Or Search highly depends on the structure of the problem instance. If all variables in the instance depend on each other, then And/Or search is no more effective then a depth-first search. On the other hand, if all variables are completely independent from each other it can solve the problem in linear time. Therefore, small variations between instances can yield very large variations in run time. Furthermore, the effectiveness of And/Or search also depends heavily on the order in which the variables are evaluated. To find the optimal variable ordering, we use non-deterministic heuristic, so this may sometimes yield less effective orderings. This explains, for example, the high standard error in Test Case I.

7 CONCLUSIONS

We have presented a heuristic algorithm for a problem that, to the best of our knowledge, has never been studied before. Namely, a collaborative VRP without any form of trusted central system and in which the agents do not know each others’ cost functions, but are able to estimate them. The goal is, for one agent, to find a large set of potential proposals for the exchange of orders, so that they can be used as the input for a negotiation algorithm. These proposals should ideally be Pareto-optimal and individually rational. We have compared our approach with a single-objective approach and conclude that the two approaches are roughly equally fast. The single-objective approach returns a solution of higher quality, but has the disadvantage that it only yields one solution, so if this solution gets rejected our Order Package approach can be used to find many alternative solutions that can be proposed according to some negotiation strategy.
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