
On Autonomy, Governance, and Values:
An AGV Approach to Value Engineering⋆

Pablo Noriega and Enric Plaza

Artificial Intelligence Research Institute (IIIA-CSIC), 08193 Barcelona, Spain
pablo,enric@iiia.csic.es

Abstract. In this paper we show how to approach the engineering of
values in social human-AI systems by looking into the interplay of three
notions: autonomy, governance and value (AGV). We propose a par-
ticular characterisation of the Value Alignment Problem based on this
approach. We use an example to illustrate how the values can be en-
gineered in order to solve the VAP in this example. Based on these
elements we advance some arguments in favour of framing a theory of
values that may apply to the governance of social systems that involve
artificial autonomous entities as well as humans.
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1 Introduction

In the past few years, public opinion has raised concerns about AI. Most are
based in the disruptive nature of AI, which arguably resides in the autonomy
of AI artefacts. In order to abate these concerns and derive desirable outcomes
of that autonomy, the AI community has taken up the challenge of engineering
values in AI systems.

We propose to approach this challenge —in the spirit that drove the original
efforts in AI, as we discuss below— by examining the interplay of the notions
of autonomy, governance and value (AGV) in the context of social human-AI
systems.

The point of this paper is to outline this AGV approach, argue for its rel-
evance for value engineering in particular, and advocate for this approach as a
research area in itself.

The paper is organised as follows: We start with a characterisation of the
Value Alignment Problem (VAP) and the notion of value engineering is Sec. 2.
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Sec. 3 discusses the assumptions that underlie our AGV approach proposal and
Sec. 4 illustrates how it can be applied to that particular case of agent-based
simulation of a public policy. Sec. 5 suggests the type of research questions that
can be explored with the AGV approach. We put these elements in a wider
perspective by proposing an AI-inspired theory of values in Sec. 6.

2 An AGV characterisation of the VAP

The objective of AI has been defined as the design and construction of au-
tonomous artefacts [15] and Russell himself has argued that the field of AI should
take the “the design of systems that are provably aligned with human values”
[14] as its main challenge (the so called Value Alignment Problem or VAP).

We postulate that the VAP is a design problem. The challenge is to
design and build systems where values are an essential design consideration. We
refer to the process of making the notion of value operational for value-aligned
systems as value engineering. The following assumptions make the VAP design
process more precise.

Vap.1 Values are engineered into a specific system. Consequently, (i) the sys-
tem belongs to a certain domain (health, e-commerce, mobility); (ii) it
involves specific stakeholders who are involved in the design of the sys-
tem and (iii) abstract human values are contextualised to the domain of
application of the system and the system stakeholders

Vap.2 Values can be engineered in a three stage cycle: values selection, embed-
ding and assessment.

Vap.3 Values are explicit. Design is meant to be aligned with a specific set
of values, thus each value needs to be interpreted, instrumented and
assessed for the specific system, domain and stakeholders.

Vap.4 The alignment of a value can be assessed in an objective way. The expres-
sion “provably aligned” used in the definition of the VAP, need not be
interpreted formally in proof-theoretic theoretic terms. We assume only
that there is an objective way of determining to what degree a system is
aligned with a value.

Vap.5 Value aggregation. Several values may be intended to apply. Thus, align-
ment is to be assessed with respect to the simultaneous application of
the set of values.

3 Value engineering in social human-AI systems

In this section we make explicit some added assumptions that further constrain
the characterisation of the VAP in order to make value engineering feasible.
Notice that these assumptions reflect the interplay among the notions of Value,
autonomy and governance in the context of social human-AI systems
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Assumptions about values We adopt a rather standard interpretation of values
(f.e., [16, 13]) that can be summarised in the following six assumptions:

Vl.1 Values motivate and legitimise goals.
Vl.2 Values determine preferences between states of the world.
Vl.3 Values are contextual.
Vl.4 Values may be in conflict.
Vl.5 Actions change the state of the world. Thus actions contribute to the

achievement of values (promote, demote, protect).

Assumptions V.1 and V.3 allow us to focus into goals and specialise these to
a particular system and its stakeholders. Assumption V.3 supports the objective
assessment of the degree to which a value is being supported (Claim 3), and to-
gether with Assumption V.4 provide support for different ways of assessing value
alignment. Finally, Assumption V.5 is used for the identification of instruments
that support or promote values.

Assumptions about the social human-AI system Because we make the VAP a
design problem and restrict value engineering to a particular system we narrow
the scope of this engineering to social systems where autonomous entities engage
in collective action within that system. This entails the following assumptions:

SS.1 There are two first class entities: the social system itself and the entities
that interact within it. There is an inside and and outside of the social
system. The social system controls what entities are active within it.

SS.2 There can be human as well as autonomous artificial entities active within
the social system. We refer to these as “participating agents”

SS.3 Participating agents are autonomous in the sense that it is they who decide
on their own whether to enter and leave the system and what actions they
attempt while being active in the system.

SS.4 The system enables capabilities and establishes and enforces constraints to
coordinate the actions of entities that interact within it.

SS.5 Only those attempted actions that comply with the system enabled capa-
bilities and constraints can have an effect on the system.

Assumptions for engineering governance in social human-AI systems. We focus
our attention on the value-driven governance of collective interaction, namely the
governance of social systems that involve humans as well as artificial autonomous
entities [1]. This translates the VAP into a two-fold governance problem as the
following assumptions clarify:

Gov.1 Values can be engineered into the decision-making process of artificial
autonomous agents who participate in the system.

Gov.2 Values are engineered into the coordination mechanisms that govern indi-
vidual behaviour of autonomous human or artificial agents who interact
within the system.
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These two assumptions become operational during the embedding stage of the
value engineering cycle, either into the decision-making architecture of artificial
agents, or as governance mechanisms for collective interaction. How these two
types of embedding can be engineered is illustrated in the example of the next
section, however, there are some canonical ways to embed values in a large well-
defined class social human AI system where some extra features hold (see [9]).

The Objective Stance. This is the interpretation of Vap.4, and is at the core
of the three-stage engineering cycle. In order to make Vap.3 operational, and
based on V.2, we postulate the following two assumptions :

OS.1 The state of the world is observable
OS.2 The satisfaction of a value can be assessed through the state of the world.

Assumption Os.2 in combination with V.1 and V.2, supports the key heuris-
tic of associating values with goals. Once this association is made, the interpreta-
tion of the assessment of the satisfaction of goals all the way to defining different
ways of assessing value alignment is straightforward. One may attempt to shy
away from a strict notion of goal as a finite set of indicators and one may still
hold to the Objective Stance; for instance, identifying a value with a particular
state of the system that ought to be reached or avoided at any cost. In such case,
value satisfaction is a binary decision and value instrumentation would be pro-
grammed into the system as a procedure that either always produces or always
avoids the critical state.1

Stages on the value engineering cycle. The cycle of value engineering three
stages: Choosing values, embedding values, and assessing value alignment.

1. Choice (and contextualisation) of values. The purpose of this stage
is to focus on the values that are relevant for the intended purpose of the
system and for its stakeholders. The outcome is a list of value labels that
capture the intuitive understanding of the relevant values.

2. Value embedding Consists of making precise the meaning of each label, so
that one can objectively assess to what degree it is being supported and to
identify the means that will make the agents’ behaviour and the collective
space align with that value.

(a) Value interpretation Turn each label into observable features that can
be implemented in the system either as as a function of the state of the
world (a goal) or as a critical state that ought to be reached or avoided.
This interpretation conditions how the value may be instrumented and
how value satisfaction can be assessed.

1 The paraphrasing of Vap.3 as OS.1 and OS.2 is the least committed expression of
Vap.3 we have been able to find. The main advantage is that, depending on the
way one makes 1 and 2 operational, one may capture different interpretation of the
notion of value, the means (instruments) to promote a value, and how one can assess
value alignment [9].
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(b) Value instrumentation. In practice, and because of Assumption SS.4 (the
system enables and constraints agents actions) the means to guide the
performance of a value aligned system towards achieving a value are de-
signed in terms of those actions that affect the goals or critical states
mentioned above. Because of assumptions Gov.1 and .2, the means to
conduce the performance of a system towards achieving a value are
slightly different.

i. Autonomous agents. Values are implemented into the decision-making
architecture of an autonomous agent as: automatic behaviour, learned
behaviour or value-based reasoning.

ii. Governance of collective interactions. Values are implemented as:
(i) enabling or inhibition of potential actions, (ii) norms, conventions
and artificial constraints that guide goal and critical state associ-
ated actions, (iii) information that becomes available to participating
agents and may affect their decision-making, and (iv) deployment of
participating agents whose behaviour is endorsed by the system (e.g.
norm-enforcers).

3. Alignment assessment. This is a key design decision and, as mentioned
above, can be made operational in several ways. There are some examples
in the next section. It can be organised as follows:

(a) Value-satisfaction function that maps each state of the world to a degree
of satisfaction of the goal (that stands for a value). Similarly, when a
value is defined in terms of critical states (e.g., the degree of satisfaction
for critical states is “acceptable/inacceptable”, and maybe “indifferent”
for all other states).

(b) Value aggregation function when several values are simultaneously in-
volved (Vap.5). This aggregation function should take into account con-
flicts among values Vl.4.

4 An application of the AGV approach: value driven
policy design

Policy design as value-driven process In very loose therms, a policy is designed in
order to improve the current state of affairs. Policy design involves the identifica-
tion and the articulation of means and ends (that conform a policy intervention),
followed by an assessment that such intervention is actually conducive to the in-
tended improvement [4]. In this article we will apply this policy design to the
Urban Water Use (UWU) domain (reported in [11]). Policy design assumes
tehre is a policy domain (here urban water use) and policy stakeholders (city
government, households, utility companies,etc).

Values determine, what are the actions that stakeholders prefer to take, and
in the policy itself, what is an improvement, whether an intervention succeeds
in achieving the improvement through appropriate instruments, and whether
stakeholders are satisfied with the intervention.
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Policy design is a complex problem with several variables with complex in-
teractions, involving several (often conflicting) motivations and interests and
requiring factual as well as ethical decisions (cf. H. Simon [17]). As for other
complex problems of this sort, simulation is a reasonable methodological ap-
proach to policy design [3, 10]. In fact, agent-based simulation (ABS) is par-
ticularly appropriate for policy design because it separates design concerns in
the modelling of individuals (as autonomous agents) and in the modelling of
collective action (with its coordination mechanisms).

ABS for policy interventions can be seen as a particular form of the VAP:
It is a design process with the two main problems pf embedding values in a
social human-AI, and assessing that the behaviour of the system is objectively
aligned with those values. The following paragraphs discuss the key modelling
components and the process of engineering values in the ABS. For a more detailed
discussion see [6].

The social human-AI environment One needs two abstractions to represent the
social system (SS.1) of the policy domain: a physical representation (Φ) of the
natural constraints and capabilities of relevant part of the world (relevant en-
tities, available actions, causal relations and observable effects) and an institu-
tional abstraction (Ψ) of the artificial constraints that govern stakeholder activ-
ity, and their enforcement mechanisms. Individuals are modelled as autonomous
agents (see below).

The state of the world In the simulation, the state of the world is a finite set
of parameters or indicators in Φ. This state evolves only through actions that
comply with Ψ and events that are recognised in Φ.

Modelling autonomy In our approach, stakeholder modelling amounts to some
assumptions about the population of agents and the modelling of their decision-
making. The core modelling assumes that an agent takes a policy-enabled action
only when opportunity, capability and motivation concur.

On the other hand, social governance is modelled through the institutional
constraints mentioned above. These constraints can be represented in several
formalisms: from ad-hoc coordination protocols (like finite-state machines) to
full normative multiagent systems (like those reported in [1, 2, 5])

Value Engineering: As we described in the previous section, value engineering
can be divided in three stages, that we will now apply to the domain of urban
water use.

1. Value selection. Identifying the values that are appropriate for the policy
domain and the stakeholders whose values ought to be represented in the
policy that is being designed. Urban water use should prioritise values like
sustainability, healthiness, security, fairness, efficiency, etc; and the stake-
holders are not only the policy subjects that we are explicitly modelling
(households and water utility companies) but also those that are involved
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in the policy design (the city administration that will be responsible for the
policy deployment and follow up, the politicians who promote and negotiate
the policy and other indirect stakeholders like industry and agriculture, cli-
mate advocacy groups, banks).

2. Value embedding. This stage addresses two issues:

(a) Making values observable. That is, turn a label that stands for an ab-
stract value into a feature that is measurable. Namely a goal (an indicator
in the state of the world or a combination of indicators) that is motivated
and legitimised by the value. It is convenient to distinguish goals that are
consensual (because they correspond to values that should be embedded
in the policy, independently of the individual values of stakeholders) and
those goals that are desirable for each stakeholder. For instance, in UWU,
the goal to reduce individual water consumption to a certain average per-
capita volume is an indicator for the consensual value of sustainability;
a particular household may not even care about sustainability.

(b) Instrumenting values in a policy intervention. Instrumenting involves
choosing the means to achieve the intended goals. Since the actions of
agents is what leads or detracts from the satisfaction of goals, the in-
strumentation of a value is the modulation of those actions that affect
those goals. Thus, for example, to achieve sustainability, one may want
to promote the adoption of water saving devices in households as a way
of reducing individual water use; and for this purpose a city may decide
to regulate sanitation standards for new housing —or provide subsidies
for retrofitting and start a campaign to motivate such adoption.
Instrumenting values in a participating agent. In this case, values are
instrumented in a combination of reactive behaviour, conditioned be-
haviour (learned) and value-driven reasoning [12]. When drawing a plan,
the agent chooses actions that eventually lead it to states that are in
alignment with its own values (see Fig. 1)

action

objective

 V1  V2    Vn
individual 

values

knowledge

motivation
personality

emotion

planningaffordable
actions

perception

Fig. 1. Value-driven decision model for an individual household (from [6])
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3. Assessment of value alignment We propose three value alignment func-
tions to perform this assessment: effectiveness, adequacy and acceptability.
(a) Effectiveness determines the degree to which a policy intervention is

aligned with the policy values. In practice it measures the degree to
which the policy intervention fulfils the policy objectives and is defined
by the aggregation of value satisfaction functions for the policy goals.
Analogously, one can also measure effectiveness with respect to the spe-
cific values of a given stakeholder.

(b) Adequacy determines the trade-offs in direct and indirect costs of the in-
struments used in the policy intervention. This allows to compare equally
effective interventions. Adequacy can be applied both to consensual or
individual costs with respect to consensual effectiveness.

(c) Acceptability (for a stakeholder) aggregates the combination of adequacy
and effectiveness alignments for that stakeholder.

Policy interventions. A policy intervention is a collection of policy instruments
whose effects on the state of the world are to be assessed (e.g., incentives to
adopt water saving technologies, new water-treatment plants). Note that, as we
mentioned above, such instruments are the way that values are embedded in the
governance of the policy domain (i.e., the social human-AI system).

Using ABS to find a good policy intervention One can implement an agent
based system that captures the features described above and then use agent-
based simulation to design a policy intervention. One needs to develop the model
to achieve its adequacy for policy design purposes (forecasting, epistemic and
rhetorical properties) and then calibrate it so that simulation runs serve to elu-
cidate policy-design decisions and eventually choose a policy intervention that
would ideally be deployed. Without going into detail, this process is describe as
a testing cycle that is summarised in Fig. 2

Testing cycle. Given a set of starting conditions a policy intervention is evaluated
with respect to a set of assumptions about value interpretation, and assessment.

Simulation allows to explore the effects of changing parameters of the policy
intervention instruments, changing the instruments, changing value choices, in-
terpretation, instrumentation and assessment, and also modifying the starting
conditions. These experiments are meant to provide support for the compari-
son of policy interventions, and in this way contribute evidence towards policy
negotiation and deployment.

5 Research topics

The two previous sections outline how one can articulate an AGV approach to
value engineering and how it can be put to work. In this section we identify some
research topics that suggest how the AGV approach for value engineering may
be developed.

These topics are roughly organised in three conventional categories. The next
section puts these research topics in a wider perspective.
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POLICY 
INTERVENTION

instruments
- parameters
- effects

STARTING CONDITIONS
available affordances
state parameters
population (types, profiles, number)
evolution (physical domain and population) ASSESSMENT 

ASSUMPTIONS

Policy-maker 
(consensus of direct 
stakeholders)
- values
- goals
- satisfaction functions
-  instrument effects

Direct stakeholders
- values, goals,  
saatisfaction, costs

Policy subjects
- value profiles
- decision models

EXPERIMENTAL 
RUNS

ASSESSMENT

Effectiveness
Adequacy

Acceptance

Fig. 2. The experimental cycle for testing and choosing policy interventions (from [6])

5.1 Meta-ethics

These are conceptual, theoretical or scientific aspects of the interplay of auton-
omy, governance and values in the context of social human-AI systems);

– What types of autonomy can be designed into artificial systems
– Values and governance. Relationships with compliance and legal principles
– What are values for? (what is new or different for design, for theory, for

innovation...)
– What other notions are involved beyond AGV?
– Can there be artificial agency? the problem of intention, the level of abstrac-

tion, the problem of evil
– What cognitive features are linked with values (awareness, emotion, reason-

ing, planning, will, ...) and what is their role in value engineering?
– What are the differences between values for individual behaviour and for

collective interaction? What is unifying and what should discriminate?

5.2 Normative ethics

Topics associated with the development of artifacts that can embed value driven
governance in artificial autonomous systems and in social human-AI systems.

– How to choose values. What values are appropriate for a particula AIS
– How to validate an interpretation. How to link values and goals
– What is a value satisfaction function? What properties, uses, needs.... should

a value assessemnt function provide? Are they all utility functions? How
simpler can they get in order to achieve what?
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– Forms of value aggregation. Commensurability? The problems with utilitar-
ianism.

– How can other theories of value be instrumented?
– What forms of governance and compliance may be used to engineer values?
– The evolution of the instrumentation of values in a given system. Examples

and methodologies for experimental ethics.

5.3 Applied ethics

These topics correspond to strategic, educational, sociological and regulatory is-
sues that have to do value-driven governance of actual social human-AI systems.

– What about, “legal” aspects of value imbuing? standards, guidelines, regu-
lations

– Standards for value-compliance
– Compliance as code versus value-driven governance of social human-AI sys-

tems.
– The discussion of ethics and AI. What is the role of value engineering in that

debate? How would an AI inspired theory of values affect the debate?
– Heuristics for building vale-aligned systems
– Add-ons to guarantee that an app becomse value-aligned
– Assessement of value alignment in games, government apps, health, ...

6 AGV Beyond value engineering

We propose: to develop the AGV approach we have been so far discussing
into a more general AI-inspired Theory of Values. We would like this theory
to apply to the understanding of AI as the design and construction of artifi-
cial systems that have some form of autonomy. We are still motivated by the
realisation that such autonomy needs to be governed and, finally, that the no-
tion value may inspire interesting ways of harnessing potential AI developments.

Claim. The AI-inspired theory of values we propose includes value engi-
neering and the VAP but has a wider scope.

We understand that the innovative aspect to be developed is that such a
theory of values takes into account artificial autonomy, something that has not
been addressed in other theories of values. It is new because it inspects ethical
notions that are meant to apply to artificial autonomy (new types of entities)
and because one intends to engineer moral aspects into artefacts in order to
govern their behaviour.

Claim: The theory we propose is AI inspired in five specific aspects:

We propose:
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1. To study a leading abstract notion and the interplay of a small set
of intimately associated notions: intelligence versus value; and rational-
ity, cognition, computer modelling, versus value-driven behaviour, autonomy,
governance and collective action in social human-AI systems.

2. A science of the artificial that studies abstract problems and develops
theoretical foundations with the goal of designing and engineering artefacts.

3. Building on the tradition, technologies, practices and results of
classical AI: bridge the gap between theory and engineering; simulation
and model building; methods like means-ends analysis and problem decom-
position; lines and technologies like learning, reasoning, multiagent systems,
etc.

4. Select paradigmatic problems to study salient features and develop ap-
proaches, methodological guidelines and constricts that may be used to un-
derstand aspects of the four-notions interplay (values, governance, autonomy
and collective action). For example, policy design, value-driven design of on-
line systems, autonomous vehicles, ...

5. A multidisciplinary approach: Discuss and explore insights and con-
tribution of these AGV notions in different disciplines: take into account
descriptive and operational notions of value, governance and autonomy for
instance, motivational and cognitive aspects addressed in social psychology,
the interplay of autonomy, rights and governance from political science and
law, and notions of preference and value-based analysis from management
science and behavioural economics and the ethical and aesthetic discussion
of what is “good” and what are the “right” actions to take from a subjective
moral perspective.

.
Claim: We expect such effort will report results along three wide types In

analogy to three views of AI.

1. From the mimetic role of AI (to understand reality by building and studying
models of reality): express in AI terms intuitions, insights and distinctions
connected with the key concepts.

2. From the prosthetic role of AI: engineering AI enabled systems that reflect
ethical concerns.

3. From the symbiotic environment where artificial autonomous entities engage
with natural autonomous entities: explore specific contexts, elaborate guide-
lines, examples and concerns; propose specific contents for education, good
practices and regulation.

Claim: We envision that this proposal will have impact along the following
lines:

1. Bring coherence to a large corpus of related research in the AI community
and elsewhere.

2. A crisper characterisation of interesting problems that, as suggested by our
comments in Sec 5, can be organised in:
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(a) meta-ethics: agency, role of values, characterisation of values,...;
(b) normative ethics: engineering values in AI enabled systems;
(c) practical ethics: regulation; education; good practices

7 Closing remarks

1. A particular example. The agent based modelling of value driven policy design
(Sec.4) can be seen as a paradigmatic version of the VAP and the use of a typ-
ical AI-inspired experimental treatment for its exploration. The model includes
the five core components (Vap.1-5); values play a key role in the definition of
the system (Vl.1-6 ; it models a hybrid social system with artificial and human
autonomous entities (SS.1-4); addresses the two levels of individual and coor-
dination governance (Gov. 1-4), by construction of the simulation supports the
Objective Stance and it follows the three-stage value engineering cycle (Vap.2)
to in the end produce a properly value aligned system.2

2. A class of value aligned systems. The assumptions for AGV approach to value
engineering discussed in Sec. 3 can be complemented with specific additional as-
sumptions to characterise a class of online systems that are by construction
value aligned [9]. This extension includes assumptions of two types. First, it
limits the class of potentially value aligned systems to the class of Online Insti-
tutions [5]. Second, it assumes a design methodology, Conscientious Design [7],
that structures and validates the value engineering process. The discussion of
this extension in [9] and a preliminary version in [8] include concrete heuristics
that provide alternative means of making the extension operational.

3. A principled approach to the VAP. The extension just discussed provides
the starting components of a principled approach to the VAP along he topics
mentioned in Sec. 5 and within the cope outlined in Sec.6. Such approach would
include: Conceptual distinctions, constructs and properties to define the research
space; as well as methodological guidelines and specific heuristics that guide the
development of specific systems and apply the notions in (i) to AI-based systems
in general. This principled approach would provide solid support for AI-inspired
work in meta-ethics and for normative and educational proposals for the ethical
use of AI.

Reviewer 1 (PC)
1. SUMMARY. Please briefly summarise the main claims/contributions of

the paper in your own words. (Please do not include your evaluation of the
paper here). *

The paper discusses the problem of value engineering in socio-technical sys-
tems.

2. DETAILED FEEDBACK. Please provide detailed, constructive, feedback
to the authors concerning the strengths and weaknesses of the paper. Please take

2 In fact nothing prevents participatory simulation where some stakeholders are in
fact humans.
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into consideration the novelty, soundness and impact of the work, the clarity of
the presentation, the reproducibility of results, and ethical considerations (if
any).

Minor comments page 1 interplay of-¿ interplay among

page 2 values determine, what -¿ values determine what

Applied ethics section (the heading appears twice)

3. OVERALL EVALUATION. Please provide your overall evaluation of the
paper.

Accept 4. REASONS FOR THE EVALUATION. Please provide a summary
of the reasons behind your overall evaluation. *

The discussion is relevant and interesting and the application to the policy
design problem is also a nice inclusion in a paper of this nature.

Reviewer 2 (PC)

1. SUMMARY. Please briefly summarise the main claims/contributions of
the paper in your own words. (Please do not include your evaluation of the
paper here). *

The paper presents a framework to embed values in social human-AI sys-
tems that is based on implementing the concepts of autonomy, governance and
value (AGV), with a focus on operationalising values to characterise the value
alignment problem (VAP) quantitatively. From the statement of VAP princi-
ples, AGV assumptions are derived. Then the framework is illustrated with an
implementation example (from [6]) and applications to policy making are refer-
ences. Finally, some research questions stemming from the AGV approach are
presented and the major claims are discussed in the context of theory of values
for AI systems.

2. DETAILED FEEDBACK. Please provide detailed, constructive, feed-
back to the authors concerning the strengths and weaknesses of the paper. Please
take into consideration the novelty, soundness and impact of the work, the clar-
ity of the presentation, the reproducibility of results, and ethical considerations
(if any). *

The assumptions from VAP to AGV are reasonable, concisely explained and
well cohesive with one another. The example from section 4 nicely clarifies the
approach.* In the initial stage of Value Engineering for the example in section,
values are explicitly designed in accordance with the stakeholders, making the
implementation of values not exportable to other systems, at least in an obvious
way. It would be informative to have a comment on whether different ap-
proaches have been attempted or if they are even feasible (e.g., are there
examples of value inference from existing systems?). Requires proofreading
to correct many typographic mistakes and inconsistencies checks.

3. OVERALL EVALUATION. Please provide your overall evaluation of the
paper. *

Accept 4. REASONS FOR THE EVALUATION. Please provide a summary
of the reasons behind your overall evaluation. *

High-level principles, their ramification and illustration with examples pro-
vide useful guidance on how to approach value engineering in AI. This research
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subject is becoming more relevant with the advent of powerful AI
systems whose capabilities are not well understood and require bet-
ter insight about their control, interpretability and the extent of their
agency.
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